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#### Abstract

We consider dynamical gene-environment networks under ellipsoidal uncertainty and discuss the corresponding set-theoretic regression models. Clustering techniques are applied for an identification of functionally related groups of genes and environmental factors. Clusters can partially overlap as single genes possibly regulate multiple groups of data items. The uncertain states of cluster elements are represented in terms of ellipsoids referring to stochastic dependencies between the multivariate data variables. The time-dependent behaviour of the system variables and clusters is determined by a regulatory system with (affine-) linear coupling rules. Explicit representations of the uncertain multivariate future states of the system are calculated by ellipsoidal calculus. Various set-theoretic regression models are introduced in order to estimate the unknown system parameters. Hereby, we extend our Ellipsoidal Operations Research previously introduced for gene-environment networks of strictly disjoint clusters to possibly overlapping clusters. We analyze the corresponding optimization problems, in particular in view of their solvability by interior point methods and semidefinite programming and we conclude with a discussion of structural frontiers and future research challenges.


[^0]
## 1 Introduction

The development of microarray technologies enabled researchers in genetics to monitor the expression values of thousands of genes simultaneously. The availability of such huge data sets challenged bioinformatics and mathematics and led to the development of new methods for knowledge discovery in functional genomic data sets. Many concepts from data mining and statistical analysis were applied in order to reveal the cellular processes involved. In particular, clustering techniques were used for an identification of functionally related groups of genes. Among them were, for example, techniques as $k$-means [47, 82], hierarchical clustering [17, 26, 47], self-organizing maps [44, 36, 52], principle component analysis [63, 79], singular value decomposition $[6,63]$ and support vector machines $[15,35]$. However, these methods often resulted in disjoint clusters and in many applications such a hard clustering is too strict because of the quality of the data or the presence of outliers and errors. In addition, a single gene (or a group of genes) can have a regulating effect on various clusters of genes, as for example in context with the identification of synexpression groups and the analysis of synexpression control networks [37]. Fuzzy-clustering [57] or other methods resulting in a partially overlapping cluster decomposition can alleviate the effects of noise-prone data and can lead to a more flexible representation of interconnections between groups of data. Although these methods - exact or flexible - proved to be sufficient in identifying, e.g., damaged or cancerous genes and groups of regulating genetic items, they are nevertheless considered as static methods which do not shed any light on the time-dependent behaviour of the genetic network. Time-series analysis [27] or related approaches can be applied to forecast the time-dependent states of the expression values. In our studies [19, 67], we demonstrate the way how we develop a time-discrete dynamics whose parameters we identified and how we use the given data in order to test the goodness of the regression. Since the time-discrete dynamics can be gained by various kinds of discretization schemes, the aforementioned comparison also helps to test the quality of these schemes and rank them. It turned out that 3rd order Heun's method has a smoothing effect with respect to the prediction, which is regarded to be very good and 'natural' in the (natural) context of gene-environment networks, and that it leads to a faster convergence to equilibrium points of the dynamics.

In ways such as aforementioned, the gained time-discrete dynamics supports the prediction. As we explained in [59, 76, 71], we can also in further ways use these dynamics for a texting of our model, i.e., of the quality of data fitting. Actually, in various application contexts it is known or at least considered to be guaranteed, that the 'expression levels' of state variables are staying in bounded intervals. If, however, our discrete dynamics emerged in some direction in an unbounded kind, then we could conclude that this dynamics, e.g., it parameters identified by us, cannot be accepted. In such a case, the hypothesis of the model has to be rejected and, within our entire learning processes, improvements in the model structure be made and the parameter estimation restarted.

Here, we combine methods from clustering theory and dynamic systems under the presence of errors and uncertainty. For an analysis of the interconnections be-
tween clusters of genes and environmental factors and a prediction of their future states we study gene-environment networks under ellipsoidal uncertainty. In contrast to other models of genetic systems, these networks capture and assess the regulating effects of additional environmental factors. In general, gene-environment networks consist of two major groups of data items - the genes (or proteins and other molecules) and the so-called environmental factors, which stand for other cell components like toxins, transcription factors etc. that often play an important but nevertheless underestimated role in the regulatory system. We note that beside genetic systems many other examples from life sciences and systems biology refer to gene-environment networks. Among them are, e.g., metabolic networks [13, 45, 74], immunological networks [23], networks in toxicogenomics [38], but also social- and ecological networks [22]. We refer to [21, 28, 53, 54, 55, 80, 81] for applications, practical examples and numerical calculations. Recent studies on gene-environment networks focussed on errors and uncertainty. The potential deviation from measurement values and predictions of each gene was measured in terms of error intervals by imposing bounds on each variable. Various regression models have been developed and studied with the help of generalized Chebychev approximation and, equivalently to that approximation, semi-infinite and even generalized semi-infinite optimization [62, 64, 66, 68, 69, 71, 74, 75, 77]. However, error intervals referring to single variables do not reflect correlations of the multivariate data within specific clusters of genetic and environmental items. In our approach we apply clustering techniques for an identification of functionally related groups of genes (or environmental factors) commonly exerting influence on other groups of genes and/or environmental items. In particular, we focus on possibly overlapping clusters and by this we further extend the approach from [31], where a strict subdivision of data was assumed. Each cluster stands for a group of correlated data items. In order to measure data uncertainty, the multivariate state of genes (or environmental factors) in a cluster will be represented in terms of ellipsoids. These uncertainty sets refer to stochastic representations of errors and are directly related to Gaussian distributions and the corresponding covariance matrices. Error ellipsoids are considered as more flexible than error intervals where stochastic dependencies among any two of the errors made in the measurement of expression values and environmental levels are not taken into account explicitly. However, the two approaches are related, because any confidence ellipsoid can be inscribed into a sufficiently large and suitably oriented parallelpipe or, in reverse, it can be contained in such a paraxial set.

The dynamics of the uncertain (ellipsoidal) states of genes and environmental factors are represented by a time-dependent regulatory model. The coupling rules of this model are based on ellipsoidal calculus and they determine the interactions between the various clusters. With this model, predictions of the future states can be calculated explicitly. In addition, we introduce an iterative procedure for calculating the centers and shape matrices of the ellipsoidal states. The parameter constellation of the regulatory model refers to the topology and the degree of connectivity of the underlying gene-environment network. For an estimation of the unknown parameters, various set-theoretic regression models are introduced. These models are heavily effected by the cluster decomposition and the overlap of clusters. The associated
objective functions of the regression models compare the ellipsoidal predictions of the regulatory model and the results from microarray experiments and environmental measurements, however, in a set-theoretic sense. They depend on the distance of cluster centers and on nonnegative criteria functions which measure, e.g., the sum of squares of semiaxes (which corresponds to the trace of the configuration matrix) or the length of the largest semiaxes (which corresponds to the eigenvalues of the shape matrix). We note that semi-definite programming and interior point methods can be applied for solution.

In general, gene-environment networks comprise thousands of genes and additional factors. For this reason, the underlying network has a high number of branches. Often the connections between the clusters are weak so that the related contribution to the system is negligible. In order to reduce complexity we delete weak connections. This could be achieved by introducing bounds on the number of incoming branches. By imposing such additional constraints we obtain mixed integer regression problems. Since these constraints are very strict, we turn to a further relaxation that could be achieved by replacing binary constraints with continuous constraints leading to regression models based on continuous optimization.

The Chapter is organized as follows: In Section 2, we review basic facts about ellipsoidal calculus required for a representation of the dynamic states of multivariate noise prone data. In Section 3, the time-dependent regulatory model for overlapping groups of genes and environmental factors under ellipsoidal uncertainty is introduced. In addition, we provide an algorithm that allows to calculate predictions of future states of groups of genes and environmental items in terms of centers and shape matrices of the corresponding ellipsoids. In Section 4, we turn to a settheoretic regression analysis for parameter estimation of the dynamic (ellipsoidal) system. Various regression models are introduced and we discuss their solvability by means of semi-definite programming. Finally, we address a reduction of complexity by network rarefication in Section 5, where we further extend the dynamic model and discuss related mixed integer approximation and a relaxation based on continuous optimization.

## 2 Ellipsoidal Calculus

The time-dependent multivariate states of the gene-environment network under consideration will be represented in terms of ellipsoidal sets. Predictions of the future ellipsoidal states are calculated with a time-discrete model based on ellipsoidal calculus. Here, we shortly review the basic operations of ellipsoidal calculus such as sums, intersections (fusions) and affine-linear transformations of ellipsoids. The family of ellipsoids in $\mathbb{R}^{p}$ is closed with respect to affine-linear transformations but neither the sum nor the intersection is generally ellipsoidal, so both must be approximated by ellipsoidal sets.

### 2.1 Ellipsoidal Descriptions

An ellipsoid in $\mathbb{R}^{p}$ will be parameterized in terms of its center $c \in \mathbb{R}^{p}$ and a symmetric non-negative definite configuration (or shape) matrix $\Sigma \in \mathbb{R}^{p \times p}$ as

$$
\mathscr{E}(c, \Sigma)=\left\{\Sigma^{1 / 2} u+c \mid\|u\| \leq 1\right\}
$$

where $\Sigma^{1 / 2}$ is any matrix square root satisfying $\Sigma^{1 / 2}\left(\Sigma^{1 / 2}\right)^{T}=\Sigma$. When $\Sigma$ is of full rank, the non-degenerate ellipsoid $\mathscr{E}(c, \Sigma)$ may be expressed as

$$
\mathscr{E}(c, \Sigma)=\left\{x \in \mathbb{R}^{p} \mid(x-c)^{T} \Sigma^{-1}(x-c) \leq 1\right\} .
$$

The eigenvectors of $\Sigma$ point in the directions of principal semiaxes of $\mathscr{E}$. The lengths of the semiaxes of the ellipsoid $\mathscr{E}(c, \Sigma)$ are given by $\sqrt{\lambda_{i}}$, where $\lambda_{i}$ are the eigenvalues of $\Sigma$ for $i=1, \ldots, p$. The volume of the ellipsoid $\mathscr{E}(c, \Sigma)$ is given by $\operatorname{vol} \mathscr{E}(c, \Sigma)=V_{p} \sqrt{\operatorname{det}(\Sigma)}$, where $V_{p}$ is the volume of the unit ball in $\mathbb{R}^{p}$, i.e.,

$$
V_{p}= \begin{cases}\frac{\pi^{p / 2}}{(p / 2)!} & , \text { for even } p \\ \frac{2^{p} \pi^{(p-1) / 2}((p-1) / 2)!}{p!} & , \text { for odd } p\end{cases}
$$

### 2.2 Affine Transformations

The family of ellipsoids is closed with respect to affine transformations. Given an ellipsoid $\mathscr{E}(c, \Sigma) \subset \mathbb{R}^{p}$, matrix $A \in \mathbb{R}^{m \times p}$ and vector $b \in \mathbb{R}^{m}$ we get $A \mathscr{E}(c, \Sigma)+b=$ $\mathscr{E}\left(A c+b, A \Sigma A^{T}\right)$. Thus, ellipsoids are preserved under affine transformation. If the rows of $A$ are linearly independent (which implies $m \leq p$ ), and $b=0$, the affine transformation is called projection [34].

### 2.3 Sums of K Ellipsoids

Given $K$ bounded ellipsoids of $\mathbb{R}^{p}, \mathscr{E}_{k}=\mathscr{E}\left(c_{k}, \Sigma_{k}\right), k=1, \ldots, K$, their geometric (Minkowksi) sum $\mathscr{E}_{1}+\mathscr{E}_{1}=\left\{z_{1}+z_{2} \mid z_{1} \in \mathscr{E}_{1}, z_{2} \in \mathscr{E}_{2}\right\}$ is not generally an ellipsoid. However, it can be tightly approximated by parameterized families of external ellipsoids. We adapt the notion of the minimal trace ellipsoid from [20] and introduce the outer ellipsoidal approximation $\mathscr{E}(\sigma, P)=\oplus_{k=1}^{K} \mathscr{E}_{k}$ containing the $\operatorname{sum} \mathscr{S}=\sum_{k=1}^{K} \mathscr{E}_{k}$ of ellipsoids which is defined by

$$
\sigma=\sum_{k=1}^{K} c_{k}
$$

and

$$
P=\left(\sum_{k=1}^{K} \sqrt{\operatorname{Tr} \Sigma_{k}}\right)\left(\sum_{k=1}^{K} \frac{\Sigma_{k}}{\sqrt{\operatorname{Tr} \Sigma_{k}}}\right)
$$

### 2.4 Intersection of Ellipsoids

The intersection of two ellipsoids is generally not an ellipsoid. For this reason we replace this set by the outer ellipsoidal approximation of minimal volume and adapt the notion of fusion of ellipsoids from [49]. Given two non-degenerate ellipsoids $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$ and $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$ in $\mathbb{R}^{p}$ with $\mathscr{E}\left(c_{1}, \Sigma_{1}\right) \cap \mathscr{E}\left(c_{2}, \Sigma_{2}\right) \neq \emptyset$ we define an ellipsoid

$$
\begin{aligned}
\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right):=\left\{x \in \mathbb{R}^{p} \mid\right. & \lambda\left(x-c_{1}\right)^{T} \Sigma_{1}^{-1}\left(x-c_{1}\right) \\
& \left.+(1-\lambda)\left(x-c_{2}\right)^{T} \Sigma_{2}^{-1}\left(x-c_{2}\right) \leq 1\right\}
\end{aligned}
$$

where $\lambda \in[0,1]$. The ellipsoid $\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right)$ coincides with $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$ and $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$ for $\lambda=1$ and $\lambda=0$, respectively. In order to determine a tight external ellipsoidal approximation $\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right)$ of the intersection of $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$ and $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$, we introduce

$$
\mathscr{X}:=\lambda \Sigma_{1}^{-1}+(1-\lambda) \Sigma_{2}^{-1}
$$

and

$$
\tau:=1-\lambda(1-\lambda)\left(c_{2}-c_{1}\right)^{T} \Sigma_{2}^{-1} \mathscr{X}^{-1} \Sigma_{1}^{-1}\left(c_{2}-c_{1}\right)
$$

The ellipsoid $\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right)$ is given by the center

$$
c_{0}=\mathscr{X}^{-1}\left(\lambda \Sigma_{1}^{-1} c_{1}+(1-\lambda) \Sigma_{2}^{-1} c_{2}\right)
$$

and shape matrix

$$
\Sigma_{0}=\tau \mathscr{X}^{-1} .
$$

The fusion of $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$ and $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$, whose intersection is a nonempty bounded region, is defined as the ellipsoid $\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right)$ for the value $\lambda \in[0,1]$ that minimizes its volume [49]. The fusion of $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$ and $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$ is $\mathscr{E}\left(c_{1}, \Sigma_{1}\right)$, if $\mathscr{E}\left(c_{1}, \Sigma_{1}\right) \subset$ $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$; or $\mathscr{E}\left(c_{2}, \Sigma_{2}\right)$, if $\mathscr{E}\left(c_{2}, \Sigma_{2}\right) \subset \mathscr{E}\left(c_{1}, \Sigma_{1}\right)$; otherwise, it is $\mathscr{E}_{\lambda}\left(c_{0}, \Sigma_{0}\right)$ defined as above where $\lambda$ is the only root in $(0,1)$ of the following polynomial of degree $2 p-1$ :

$$
\begin{aligned}
& \tau(\operatorname{det} \mathscr{X}) \operatorname{Tr}\left(\operatorname{co}(\mathscr{X})\left(\Sigma_{1}^{-1}-\Sigma_{2}^{-1}\right)\right)-p(\operatorname{det} \mathscr{X})^{2} \\
& \times\left(2 c_{0}^{T} \Sigma_{1}^{-1} c_{1}-2 c_{0}^{T} \Sigma_{2}^{-1} c_{2}+c_{0}^{T}\left(\Sigma_{2}^{-1}-\Sigma_{1}^{-1}\right) c_{0}-c_{1}^{T} \Sigma_{1}^{-1} c_{1}+c_{2}^{T} \Sigma_{2}^{-1} c_{2}\right)=0 .
\end{aligned}
$$

Here, $\operatorname{co}(\mathscr{X})$ denotes the matrix of cofactors of $\mathscr{X}$. Since $\mathscr{X}^{-1}=\operatorname{co}(\mathscr{X}) / \operatorname{det} \mathscr{X}$, we represent this polynomial as

$$
\begin{aligned}
& \tau(\operatorname{det} \mathscr{X})^{2} \operatorname{Tr}\left(\mathscr{X}^{-1}\left(\Sigma_{1}^{-1}-\Sigma_{2}^{-1}\right)\right)-p(\operatorname{det} \mathscr{X})^{2} \\
& \times\left(2 c_{0}^{T} \Sigma_{1}^{-1} c_{1}-2 c_{0}^{T} \Sigma_{2}^{-1} c_{2}+c_{0}^{T}\left(\Sigma_{2}^{-1}-\Sigma_{1}^{-1}\right) c_{0}-c_{1}^{T} \Sigma_{1}^{-1} c_{1}+c_{2}^{T} \Sigma_{2}^{-1} c_{2}\right)=0 .
\end{aligned}
$$

We note that it is also possible to define an inner ellipsoidal approximation. The method of finding the internal ellipsoidal approximation of the intersection of two ellipsoids is described in [61].

## 3 Gene-Environment Systems under Ellipsoidal Uncertainty

### 3.1 Clusters of Gene-Environment Data

Various approaches from clustering and classification can be applied to analyze the structure of gene-environment networks. In this way, certain groups of genes and environmental factors can be identified which exert a more or less regulating influence on other groups of data items. Usually these groups cannot be divided unambiguously since a single gene can have a regulating effect on various clusters of genes and, thus, belongs to different clusters. In addition, the quality of the available data sets may not be sufficient for an identification of disjoint groups. For this reason, we assume that in the preprocessing step of clustering a number of overlapping clusters of genes and environmental factors can be identified. Such a partition can be achieved for example with one of the many variants of fuzzy-c-means clustering [57]. The specific gene-environment network under consideration consists of $n$ genes and $m$ environmental factors, where the vector $\mathbb{X}=\left(\mathbb{X}_{1}, \ldots, \mathbb{X}_{n}\right)^{T}$ denotes the expression values of the genes and the vector $\mathbb{E}=\left(\mathbb{E}_{1}, \ldots, \mathbb{E}_{m}\right)^{T}$ stands for the values of the environmental factors. The set of genes is divided in $R$ overlapping clusters $C_{r} \subset\{1, \ldots, n\}, r=1, \ldots, R$ and the set of all environmental items is divided in $S$ overlapping clusters $D_{s} \subset\{1, \ldots, m\}, s=1, \ldots, S$. We note that the paper [31] focussed on disjoint clusters assuming a strict sub-division of the variables where the relations $C_{r_{1}} \cap C_{r_{2}}=\emptyset$ for all $r_{1} \neq r_{2}$ and $D_{s_{1}} \cap D_{s_{2}}=\emptyset$ for all $s_{1} \neq s_{2}$ are fulfilled.

The (crisp) states of the elements of these clusters are given by subsets of the vectors $\mathbb{X}$ and $\mathbb{E}$. That means, we assign a $\left|C_{r}\right|$-subvector $X_{r}$ of $\mathbb{X}$ to each cluster of genes which is given by the indices of $C_{r}$. Similarly, $E_{s}$ is a $\left|D_{s}\right|$-subvector of $\mathbb{E}$ given by the indices of $D_{s}$.

For a representation of the uncertain states of the aforementioned clusters we identify the clusters with error ellipsoids. That means, the vectors $X_{r}$ represent ellipsoidal states of the genes in cluster $C_{r}$ given by the ellipsoid $\mathscr{E}\left(\mu_{r}, \Sigma_{r}\right) \subset \mathbb{R}^{\left|C_{r}\right|}$ and $E_{S}$ represent the ellipsoidal states of the environmental items in cluster $D_{s}$ given by the ellipsoids $\mathscr{E}\left(\rho_{s}, \Pi_{s}\right) \subset \mathbb{R}^{\left|D_{s}\right|}$. The ellipsoid $\mathscr{E}\left(\mu_{r}, \Sigma_{r}\right)$ is characterized by $\left|C_{r}\right|+\left|C_{r}\right|^{2}$ coefficients and the ellipsoid $\mathscr{E}\left(\rho_{s}, \Pi_{s}\right)$ is determined by $\left|D_{s}\right|+\left|D_{s}\right|^{2}$ variables. The number of coefficients can be reduced by assuming symmetric shape matrices what refers to specific correlation of the data variables. We note that ellipsoids can be identified with intervals if clusters are singletons. It is also possible that some of the
variables are exactly known. In this situation, the ellipsoids $\mathscr{E}\left(\mu_{r}, \nu_{r}\right)$ and $\mathscr{E}\left(\rho_{s}, \Pi_{s}\right)$ are flat. However, as we are interested in approximations we can avoid this by imposing lower bounds on the semiaxes lengths or an artificial extension in the corresponding coordinate directions of length $\varepsilon>0$. Similarly, degenerate or needleshaped ellipsoids can be avoided by imposing upper bounds on the extension of the semiaxes.

### 3.2 The Linear Model

In this section, we introduce a dynamic model that allows to predict the timedependent (ellipsoidal) states of the clusters in the gene-environment regulatory network. This model is based on four types of cluster interactions and regulating effects:
(GG) genetic cluster regulates genetic cluster
(EG) environmental cluster regulates genetic cluster
(GE) genetic cluster regulates environmental cluster
(EE) environmental cluster regulates environmental cluster.
As shown in Section 3.1, each cluster corresponds to a functionally related group of genes or environmental factors and the uncertain states of these clusters are represented in terms of parameterized ellipsoids

$$
X_{r}=\mathscr{E}\left(\mu_{r}, \Sigma_{r}\right) \subset \mathbb{R}^{\left|C_{r}\right|}, \quad E_{s}=\mathscr{E}\left(\rho_{s}, \Pi_{s}\right) \subset \mathbb{R}^{\left|D_{s}\right|}
$$

With the ellipsoidal calculus introduced in Section 2, the dynamics and interactions between the various clusters of genetic and environmental items is given by the linear model

$$
\left.\begin{array}{l}
X_{j}^{(\kappa+1)}=\xi_{j 0}+\left(\bigoplus_{r=1}^{R} \mathscr{A}_{j r}^{G G} X_{r}^{(\kappa)}\right)+\left(\bigoplus_{s=1}^{S} \mathscr{A}_{j s}^{E G} E_{s}^{(\kappa)}\right) \\
E_{i}^{(\kappa+1)}=\zeta_{i 0}+\left(\bigoplus_{r=1}^{R} \mathscr{A}_{i r}^{G E} X_{r}^{(\kappa)}\right)+\left(\bigoplus_{s=1}^{S} \mathscr{A}_{i s}^{E E} E_{s}^{(\kappa)}\right) \tag{EC}
\end{array}\right\}
$$

with $\kappa \geq 0$ and $j=1,2, \ldots, R, i=1,2, \ldots, S$. The system ( $E C$ ) is defined by (affine) linear coupling rules, what implies that all future states of genetic and environmental clusters are ellipsoids themselves. In particular, the sums $\bigoplus_{r=1}^{R} \mathscr{A}_{j r}^{G G} X_{r}^{(\kappa)}$ and $\bigoplus_{s=1}^{S} \mathscr{A}_{j s}^{E G} E_{s}^{(\kappa)}$ describe the cumulative effects of all genetic and environmental clus$s=1$
ters exerted on the elements of cluster $C_{j}$ in a set theoretic or ellipsoidal sense. In the same way, the (ellipsoidal) sums $\bigoplus_{r=1}^{R} \mathscr{A}_{i r}^{G E} X_{r}^{(\kappa)}$ and $\bigoplus_{s=1}^{S} \mathscr{A}_{i S}^{E E} E_{S}^{(\kappa)}$ refer to the
additive genetic and environmental effects on cluster $D_{i}$. The degree of connectivity between the individual clusters is given by the (unknown) interactions matrices $\mathscr{A}_{j r}^{G G} \in \mathbb{R}^{\left|C_{j}\right| \times\left|C_{r}\right|}, \mathscr{A}_{j s}^{E G} \in \mathbb{R}^{\left|C_{j}\right| \times\left|D_{s}\right|}, \mathscr{A}_{i r}^{G E} \in \mathbb{R}^{\left|D_{i}\right| \times\left|C_{r}\right|}$, and $\mathscr{A}_{i s}^{E E} \in \mathbb{R}^{\left|D_{i}\right| \times\left|D_{s}\right|}$. These matrices are in turn sub-matrices of the general interaction matrices $\mathscr{A}^{G G} \in \mathbb{R}^{n \times n}$, $\mathscr{A}^{E G} \in \mathbb{R}^{n \times m}, \mathscr{A}^{G E} \in \mathbb{R}^{m \times n}, \mathscr{A}^{E E} \in \mathbb{R}^{m \times m}$. In case of disjoint clusters, the aforementioned sub-matrices constitute distinct building blocks of the interaction matrices [31, 32]. For overlapping clusters, the structure of the interaction matrices is much more complicated; it reflects the cluster structure and the sub-matrices are partly composed of the same elements. This also holds for the intercepts $\xi_{j 0} \in \mathbb{R}^{\left|C_{j}\right|}$ and $\zeta_{i 0} \in \mathbb{R}^{\left|D_{i}\right|}$ which are partly overlapping sub-vectors of the vectors $\xi_{0}=\left(\xi_{10}, \ldots, \xi_{n 0}\right)^{T} \in \mathbb{R}^{n}$ and $\zeta_{0}=\left(\zeta_{10}, \ldots, \zeta_{m 0}\right)^{T} \in \mathbb{R}^{m}$, respectively. We note that the initial values of the linear system $(E C)$ can be defined by the first genetic and environmental measurements, i.e., $X_{j}^{(0)}=\bar{X}_{j}^{(0)}$ and $E_{i}^{(0)}=\bar{E}_{i}^{(0)}$.

The unknown parameters of the linear model ( $E C$ ) have to be determined by a regression analysis based on ellipsoidal data sets. Since all matrices and vectors of $(E C)$ are parts of the general interaction matrices and intercepts, $n^{2}+2 n m+m^{2}+$ $n+m=(n+m)^{2}+n+m$ unknown parameters have to be determined. We will provide more details on regression analysis in Section 4.

REMARK (Gene-environment networks). The clusters of genes and environmental factors can be considered as the nodes of a so-called gene-environment network. Such a network usually consists of a high number of branches what refers to the inherent connections between the clusters. The branches between the nodes (or clusters) are weighted by the matrices and intercept vectors of the linear coupling rules of model ( $E C$ ) and the nodes are weighted by the time-dependent ellipsoidal states of the clusters. Hereby, network analysis and concepts from discrete mathematics become applicable and features like connectedness, cycles and shortest paths can be investigated [29].

### 3.3 Algorithm

The regulatory system ( $E C$ ) allows to predict the ellipsoidal states of genes and environmental factors with the set-theoretic calculus introduced in Section 2. In order to avoid set-valued calculations we propose to determine the centers and shape matrices of the predictions $X_{j}^{(\kappa+1)}$ and $E_{S}^{(\kappa+1)}$ of (ellipsoidal) genetic and environmental cluster states by an iterative procedure. Throughout this section we assume $\kappa \geq 0$. The states of the genetic clusters $C_{j}, j=1,2, \ldots, R$, are given by the ellipsoids

$$
X_{j}^{(\kappa+1)}=\mathscr{E}\left(\mu_{j}^{(\kappa+1)}, \Sigma_{j}^{(\kappa+1)}\right)
$$

with center

$$
\mu_{j}^{(\kappa+1)}=\xi_{j 0}+\sum_{r=1}^{R} A_{j r}^{G G} \mu_{r}^{(\kappa)}+\sum_{s=1}^{S} A_{j s}^{E G} \rho_{s}^{(\kappa)}
$$

and shape matrix

$$
\Sigma_{j}^{(\kappa+1)}=\left(\sqrt{\operatorname{Tr} \mathscr{G}_{j}^{(\kappa)}}+\sqrt{\operatorname{Tr} \mathscr{H}_{j}^{(\kappa)}}\right) \cdot\left(\frac{\mathscr{G}_{j}^{(\kappa)}}{\sqrt{\operatorname{Tr} \mathscr{G}_{j}^{(\kappa)}}}+\frac{\mathscr{H}_{j}^{(\kappa)}}{\sqrt{\operatorname{Tr} \mathscr{H}_{j}^{(\kappa)}}}\right),
$$

where

$$
\begin{gathered}
\mathscr{G}_{j}^{(\kappa)}=\left(\sum_{r=1}^{R} \sqrt{\operatorname{Tr} G_{j r}^{G G}}\right) \cdot\left(\sum_{r=1}^{R} \frac{G_{j r}^{G G}}{\sqrt{\operatorname{Tr} G_{j r}^{G G}}}\right), \\
\mathscr{H}_{j}^{(\kappa)}=\left(\sum_{s=1}^{S} \sqrt{\operatorname{Tr} H_{j s}^{E G}}\right) \cdot\left(\sum_{s=1}^{S} \frac{H_{j s}^{E G}}{\sqrt{\operatorname{Tr} H_{j s}^{E G}}}\right)
\end{gathered}
$$

and

$$
G_{j r}^{G G}=A_{j r}^{G G} \Sigma_{r}^{(\kappa)}\left(A_{j r}^{G G}\right)^{T}, \quad H_{j s}^{E G}=A_{j s}^{E G} \Pi_{s}^{(\kappa)}\left(A_{j s}^{E G}\right)^{T} .
$$

Similarly, the states of the environmental cluster $D_{i}, i=1,2, \ldots, S$, can be represented in terms of ellipsoids

$$
E_{i}^{(\kappa+1)}=\mathscr{E}\left(\rho_{i}^{(\kappa+1)}, \Pi_{i}^{(\kappa+1)}\right)
$$

with center

$$
\rho_{i}^{(\kappa+1)}=\zeta_{i 0}+\sum_{r=1}^{R} A_{i r}^{G E} \mu_{r}^{(\kappa)}+\sum_{s=1}^{S} A_{i s}^{E E} \rho_{s}^{(\kappa)}
$$

and shape matrix

$$
\Pi_{i}^{(\kappa+1)}=\left(\sqrt{\operatorname{Tr} \mathscr{M}_{i}^{(\kappa)}}+\sqrt{\operatorname{Tr} \mathscr{N}_{i}^{(\kappa)}}\right) \cdot\left(\frac{\mathscr{M}_{i}^{(\kappa)}}{\sqrt{\operatorname{Tr} \mathscr{M}_{i}^{(\kappa)}}}+\frac{\mathscr{\mathscr { N }}_{i}^{(\kappa)}}{\sqrt{\operatorname{Tr} \mathscr{N}_{i}^{(\kappa)}}}\right),
$$

where

$$
\begin{gathered}
\mathscr{M}_{i}^{(\kappa)}=\left(\sum_{r=1}^{R} \sqrt{\operatorname{Tr} M_{i r}^{G E}}\right) \cdot\left(\sum_{r=1}^{R} \frac{M_{i r}^{G E}}{\sqrt{\operatorname{Tr} M_{i r}^{G E}}}\right), \\
\mathscr{N}_{i}^{(\kappa)}=\left(\sum_{s=1}^{S} \sqrt{\operatorname{Tr} N_{i s}^{E E}}\right) \cdot\left(\sum_{s=1}^{S} \frac{N_{i s}^{E E}}{\sqrt{\operatorname{Tr} N_{i s}^{E E}}}\right)
\end{gathered}
$$

and

$$
M_{i r}^{G E}=A_{i r}^{G E} \Sigma_{r}^{(\kappa)}\left(A_{i r}^{G E}\right)^{T}, \quad N_{i s}^{E E}=A_{i s}^{E E} \Pi_{s}^{(\kappa)}\left(A_{i s}^{E E}\right)^{T} .
$$

## 4 Regression Analysis Under Ellipsoidal Uncertainty

### 4.1 The Regression Problem

The linear model (EC) depends on $(n+m)^{2}+n+m$ unknown parameters which define the system dynamics but also the strength of the interconnections between the genetic and environmental clusters. In this section, we introduce our main regression model for an estimation of these parameters and, thus, of the entries of the interaction matrices $\mathscr{A}_{j r}^{G G}, \mathscr{A}_{j s}^{E G}, \mathscr{A}_{i r}^{G E}, \mathscr{A}_{i s}^{E E}$ as well as the intercepts $\xi_{j 0}$ and $\zeta_{i 0}$ for overlapping clusters. Since the model $(E C)$ is based on ellipsoidal sets, a settheoretic regression analysis has to be established. The input data is given in terms of ellipsoidal genetic and environmental observations

$$
\bar{X}_{r}^{(\kappa)}=\mathscr{E}\left(\bar{\mu}_{r}^{(\kappa)}, \bar{\Sigma}_{r}^{(\kappa)}\right) \subset \mathbb{R}^{\left|C_{r}\right|}, \quad \bar{E}_{s}^{(\kappa)}=\mathscr{E}\left(\bar{\rho}_{s}^{(\kappa)}, \bar{\Pi}_{s}^{(\kappa)}\right) \subset \mathbb{R}^{\left|D_{s}\right|},
$$

with $r=1,2, \ldots, R, s=1,2, \ldots, S$ and $\kappa=0,1, \ldots, T$ which are taken at sampling times $t_{0}<t_{1}<\ldots<t_{T}$. These measurements have to be compared with the first $T$ predictions of the model ( $E C$ ) given by

$$
\begin{aligned}
& \widehat{X}_{j}^{(\kappa+1)}=\mathscr{E}\left(\widehat{\mu}_{j}^{(\kappa+1)}, \widehat{\Sigma}_{j}^{(\kappa+1)}\right):=\xi_{j 0}+\left(\bigoplus_{r=1}^{R} \mathscr{A}_{j r}^{G G} \bar{X}_{r}^{(\kappa)}\right)+\left(\bigoplus_{s=1}^{S} \mathscr{A}_{j s}^{E G} \bar{E}_{s}^{(\kappa)}\right), \\
& \widehat{E}_{i}^{(\kappa+1)}=\mathscr{E}\left(\widehat{\rho}_{i}^{(\kappa+1)}, \widehat{\Pi}_{i}^{(\kappa+1)}\right):=\zeta_{i 0}+\left(\bigoplus_{r=1}^{R} \mathscr{A}_{i r}^{G E} \bar{X}_{r}^{(\kappa)}\right)+\left(\bigoplus_{s=1}^{S} \mathscr{A}_{i s}^{E E} \bar{E}_{s}^{(\kappa)}\right),
\end{aligned}
$$

with $j=1,2, \ldots, R, i=1,2, \ldots, S$ and $\kappa=0,1, \ldots, T-1$.
In our set-theoretic regression, we try to maximize the overlap of the predictions and measurement values (both ellipsoids). For this reason, we introduce the ellipsoidal approximation of the intersection given by

$$
\Delta X_{r}^{(\kappa)}:=\widehat{X}_{r}^{(\kappa)} \cap \bar{X}_{r}^{(\kappa)} \quad \text { and } \quad \Delta E_{s}^{(\kappa)}:=\widehat{E}_{s}^{(\kappa)} \cap \bar{E}_{s}^{(\kappa)}
$$

with $r=1,2, \ldots, R, s=1,2, \ldots, S$ and $\kappa=1, \ldots, T$, where $\cap$ denotes the fusion of ellipsoids introduced in Subsection 2.4. In addition, the centers of the ellipsoids are adjusted, so that their squared distance

$$
\left\|\widehat{\mu}_{r}^{(\kappa)}-\bar{\mu}_{r}^{(\kappa)}\right\|_{2}^{2} \text { and }\left\|\widehat{\rho}_{s}^{(\kappa)}-\bar{\rho}_{s}^{(\kappa)}\right\|_{2}^{2}
$$

becomes minimized (cf. Figure 1). This leads us to the following regression problem:

$$
\begin{aligned}
(R) \quad \text { Maximize } \sum_{\kappa=1}^{T} & \left\{\sum_{r=1}^{R}\left[\left\|\Delta X_{r}^{(\kappa)}\right\|_{*}-\left\|\widehat{\mu}_{r}^{(\kappa)}-\bar{\mu}_{r}^{(\kappa)}\right\|_{2}^{2}\right]\right. \\
& \left.+\sum_{s=1}^{S}\left[\left\|\Delta E_{s}^{(\kappa)}\right\|_{*}-\left\|\widehat{\rho}_{s}^{(\kappa)}-\bar{\rho}_{s}^{(\kappa)}\right\|_{2}^{2}\right]\right\}
\end{aligned}
$$

Here, $\|\cdot\|_{*}$ denotes a measure that reflects the geometrical size of the intersections (fusions) and we assume that $\left\|\Delta X_{r}^{(\kappa)}\right\|_{*}=0$, if $\Delta X_{r}^{(\kappa)}=\emptyset$ and $\left\|\Delta E_{s}^{(\kappa)}\right\|_{*}=0$, if $\Delta E_{S}^{(\kappa)}=\emptyset$. There exist various measures related to the shape of the intersections, e.g., the volume (which corresponds to the ellipsoid matrix determinant), the sum of squares of semiaxes (which corresponds to the trace of the configuration matrix) or the length of the largest semiaxes (which corresponds to the eigenvalues of the shape matrix). For further details on geometrical (ellipsoidal) measures and the related regression problems we refer to [32].


Fig. 1 Overlap of ellipsoids: The intersections of the two ellipsoids $\widehat{X}_{r}^{(\kappa)}$ and $\bar{X}_{r}^{(\kappa)}$ have the same geometrical size with the same measure of fusions on the left and the right side. On the right side, the centers $\widehat{\mu}_{r}^{(\kappa)}$ and $\bar{\mu}_{r}^{(\kappa)}$ are adjusted in order to minimize the difference between the centers of ellipsoids.

### 4.2 Variants of the Regression Problem

In this section, we introduce specific formulations of the regression model $(R)$. As mentioned above, the objective function of this model depends on a measure of the
geometrical size of the intersections (fusions) $\Delta X_{r}^{(\kappa)}$ and $\Delta E_{s}^{(\kappa)}$ which is related to the corresponding shape matrices. In general, nonnegative-valued criteria functions $\psi(\mathscr{E}(0, Q))$ defined on the set of all nondegenerate ellipsoids can be applied to measure the size of a $p$-dimensional ellipsoid $\mathscr{E}(0, Q)$. These functions are monotonous by increasing with respect to inclusion, i.e., $\psi\left(\mathscr{E}_{1}\right) \leq \psi\left(\mathscr{E}_{2}\right)$ if $\mathscr{E}_{1} \subseteq \mathscr{E}_{2}$. Such measures are, e.g.,
(a) the trace of $Q$,

$$
\psi_{T}(\mathscr{E}(0, Q)):=\operatorname{Tr} Q=\lambda_{1}+\ldots+\lambda_{p}
$$

where $\lambda_{i}$ are the eigenvalues of $Q$ (i.e., $\operatorname{Tr} Q$ is equal to the sum of the squares of the semiaxes),
(b) the trace of square of $Q$,

$$
\psi_{T S}(\mathscr{E}(0, Q)):=\operatorname{Tr} Q^{2}
$$

(c) the diameter,

$$
\psi_{\text {Dia }}(\mathscr{E}(0, Q)):=\operatorname{diam}(\mathscr{E}(0, Q)):=d
$$

where

$$
\max \left\{\lambda_{i} \in \mathbb{R} \mid i=1, \ldots, p\right\}=\left(\frac{d}{2}\right)^{2}
$$

so that $d / 2$ is the radius of the smallest $p$-dimensional ball that includes $\mathscr{E}(0, Q)$.

For further details on criteria functions we refer to [33], p. 101. The measures stated above lead to different representations of the regression problem $(R)$ and in the following sections we study them in more detail.

REMARK (Representation of fusions). For numerical calculations and an estimation of parameters of the regression problem $(R)$, explicit representations of the fusions $\Delta X_{r}^{(\kappa)}$ and $\Delta E_{s}^{(\kappa)}$ are required. In the following we explain how these representations can be calculated with the ellipsoidal calculus of Section 2:

The fusion $\Delta X_{r}^{(\kappa)}=\widehat{X}_{r}^{(\kappa)} \cap \bar{X}_{C_{r}}^{(\kappa)}$ is an ellipsoid $\mathscr{E}\left(\Delta \mu_{r}^{(\kappa)}, \Delta \Sigma_{r}^{(\kappa)}\right)$ with center

$$
\Delta \mu_{r}^{(\kappa)}=\left[\mathscr{X}_{r}^{(\kappa)}\right]^{-1}\left(\lambda\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1} \widehat{\mu}_{r}^{(\kappa)}+(1-\lambda)\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1} \bar{\mu}_{r}^{(\kappa)}\right)
$$

and shape matrix

$$
\Delta \Sigma_{r}^{(\kappa)}=\xi_{r}^{(\kappa)}\left[\mathscr{X}_{r}^{(\kappa)}\right]^{-1}
$$

where

$$
\mathscr{X}_{r}^{(\kappa)}:=\lambda\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1}+(1-\lambda)\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1}
$$

and

$$
\xi_{r}^{(\kappa)}:=1-\lambda(1-\lambda)\left(\bar{\mu}_{r}^{(\kappa)}-\widehat{\mu}_{r}^{(\kappa)}\right)^{T}\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1}\left[\mathscr{X}_{r}^{(\kappa)}\right]^{-1}\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1}\left(\bar{\mu}_{r}^{(\kappa)}-\widehat{\mu}_{r}^{(\kappa)}\right) .
$$

The parameter $\lambda$ is the only root in $(0,1)$ of the following polynomial of degree $2\left|C_{r}\right|-1$ :

$$
\begin{aligned}
& \xi_{r}^{(\kappa)}\left(\operatorname{det} \mathscr{X}_{r}^{(\kappa)}\right)^{2} \operatorname{Tr}\left(\left[\mathscr{X}_{r}^{(\kappa)}\right]^{-1}\left(\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1}-\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1}\right)\right)-\left|C_{r}\right|\left(\operatorname{det} \mathscr{X}_{r}^{(\kappa)}\right)^{2} \\
& \times\left(2\left[\Delta \mu_{r}^{(\kappa)}\right]^{T}\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1} \widehat{\mu}_{r}^{(\kappa)}-2\left[\Delta \mu_{r}^{(\kappa)}\right]^{T}\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1} \bar{\mu}_{r}^{(\kappa)}\right. \\
& +\left[\Delta \mu_{r}^{(\kappa)}\right]^{T}\left(\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1}-\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1}\right) \Delta \mu_{r}^{(\kappa)}-\left[\widehat{\mu}_{r}^{(\kappa)}\right]^{T}\left[\widehat{\Sigma}_{r}^{(\kappa)}\right]^{-1} \widehat{\mu}_{r}^{(\kappa)} \\
& \left.+\left[\bar{\mu}_{r}^{(\kappa)}\right]^{T}\left[\bar{\Sigma}_{r}^{(\kappa)}\right]^{-1} \bar{\mu}_{r}^{(\kappa)}\right)=0 .
\end{aligned}
$$

Similarly, the fusion $\Delta E_{s}^{(\kappa)}=\widehat{E}_{s}^{(\kappa)} \cap \bar{E}_{s}^{(\kappa)}$ is an ellipsoid $\mathscr{E}\left(\Delta \rho_{s}^{(\kappa)}, \Delta \Pi_{s}^{(\kappa)}\right)$ with center

$$
\Delta \rho_{s}^{(\kappa)}=\left[\mathscr{Y}_{s}^{(\kappa)}\right]^{-1}\left(\lambda\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1} \widehat{\rho}_{s}^{(\kappa)}+(1-\lambda)\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1} \bar{\rho}_{s}^{(\kappa)}\right)
$$

and shape matrix

$$
\Delta \Pi_{s}^{(\kappa)}=\eta_{s}^{(\kappa)}\left[\mathscr{Y}_{s}^{(\kappa)}\right]^{-1}
$$

where

$$
\mathscr{Y}_{s}^{(\kappa)}:=\lambda\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1}+(1-\lambda)\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1}
$$

and

$$
\eta_{s}^{(\kappa)}:=1-\lambda(1-\lambda)\left(\bar{\rho}_{s}^{(\kappa)}-\widehat{\rho}_{s}^{(\kappa)}\right)^{T}\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1}\left[\mathscr{Y}_{s}^{(\kappa)}\right]^{-1}\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1}\left(\bar{\rho}_{s}^{(\kappa)}-\widehat{\rho}_{s}^{(\kappa)}\right) .
$$

The parameter $\lambda$ is the only root in $(0,1)$ of the following polynomial of degree $2\left|D_{s}\right|-1$ :

$$
\begin{aligned}
& \eta_{s}^{(\kappa)}\left(\operatorname{det} \mathscr{Y}_{s}^{(\kappa)}\right)^{2} \operatorname{Tr}\left(\left[\mathscr{Y}_{s}^{(\kappa)}\right]^{-1}\left(\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1}-\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1}\right)\right)-\left|D_{s}\right|\left(\operatorname{det} \mathscr{Y}_{s}^{(\kappa)}\right)^{2} \\
& \times\left(2\left[\Delta \rho_{s}^{(\kappa)}\right]^{T}\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1} \widehat{\rho}_{s}^{(\kappa)}-2\left[\Delta \rho_{s}^{(\kappa)}\right]^{T}\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1} \bar{\rho}_{s}^{(\kappa)}\right. \\
& +\left[\Delta \rho_{s}^{(\kappa)}\right]^{T}\left(\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1}-\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1}\right) \Delta \rho_{s}^{(\kappa)}-\left[\widehat{\rho}_{s}^{(\kappa)}\right]^{T}\left[\widehat{\Pi}_{s}^{(\kappa)}\right]^{-1} \widehat{\rho}_{s}^{(\kappa)} \\
& \left.+\left[\bar{\rho}_{s}^{(\kappa)}\right]^{T}\left[\bar{\Pi}_{s}^{(\kappa)}\right]^{-1} \bar{\rho}_{s}^{(\kappa)}\right)=0 .
\end{aligned}
$$

### 4.2.1 The Trace Criterion

We now turn to the specific formulations of the regression problem $(R)$. The first criterion is based on the traces of the shape matrices of the fusions $\Delta X_{r}^{(\kappa)}$ and $\Delta E_{s}^{(\kappa)}$. The geometrical size of these ellipsoids is measured in terms of their (squared) lengths of semiaxes and, thus, the traces of the shape matrices $\Delta \Sigma_{r}^{(\kappa)}$ and $\Delta \Pi_{s}^{(\kappa)}$ :

$$
\begin{aligned}
\left(R_{T r}\right) \quad \text { Maximize } \quad \sum_{\kappa=1}^{T} & \left\{\sum_{r=1}^{R}\left[\operatorname{Tr}\left(\Delta \Sigma_{r}^{(\kappa)}\right)-\sum_{j=1}^{\left|C_{r}\right|}\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right]\right. \\
& \left.+\sum_{s=1}^{S}\left[\operatorname{Tr}\left(\Delta \Pi_{s}^{(\kappa)}\right)-\sum_{i=1}^{\left|D_{s}\right|}\left(\widehat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right]\right\} .
\end{aligned}
$$

The trace of the shape matrix of an ellipsoid is equal to the sum of the squares of the semiaxes. For this reason, the regression problem takes the form

$$
\begin{aligned}
\left(R_{T r}^{\prime}\right) \quad \text { Maximize } \quad \sum_{\kappa=1}^{T} & \left\{\sum_{r=1}^{R} \sum_{j=1}^{\left|C_{r}\right|}\left[\lambda_{r, j}^{(\kappa)}-\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right]\right. \\
& \left.+\sum_{s=1}^{S} \sum_{i=1}^{\left|D_{s}\right|}\left[\Lambda_{s, i}^{(\kappa)}-\left(\widehat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right]\right\},
\end{aligned}
$$

where $\lambda_{r, j}^{(\kappa)}$ and $\Lambda_{s, i}^{(\kappa)}$ are the eigenvalues of $\Delta \Sigma_{r}^{(\kappa)}$ and $\Delta \Pi_{s}^{(\kappa)}$, respectively.

### 4.2.2 The Trace of the Square Criterion

When we measure the size of an ellipsoid by the traces of the square of its shape matrix, we obtain the following regression problem:
$\left(R_{T S}\right) \quad$ Maximize $\quad \sum_{\kappa=0}^{T}\left\{\sum_{r=1}^{R}\left[\operatorname{Tr}\left(\Delta \Sigma_{r}^{(\kappa)}\right)^{2}-\sum_{j=1}^{\left|C_{r}\right|}\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right]\right.$

$$
\left.+\sum_{s=1}^{S}\left[\operatorname{Tr}\left(\Delta \Pi_{s}^{(\kappa)}\right)^{2}-\sum_{i=1}^{\left|D_{s}\right|}\left(\hat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right]\right\} .
$$

### 4.2.3 The Diameter Criterion

The maximal extension of the fusions can be used to define a further regression model. Here, the diameter of the ellipsoids $\Delta X_{r}^{(\kappa)}$ and $\Delta E_{s}^{(\kappa)}$ (or the size of the smallest balls which include the fusions) is used in the objective function :

$$
\begin{aligned}
\left(R_{\text {Dia }}\right) \quad \text { Maximize } \quad \sum_{\kappa=0}^{T} & \left\{\sum_{r=1}^{R}\left[\operatorname{diam}\left(\mathscr{E}\left(0, \Delta \Sigma_{r}^{(\kappa)}\right)\right)-\sum_{j=1}^{\left|C_{r}\right|}\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right]\right. \\
& \left.+\sum_{s=1}^{S}\left[\operatorname{diam}\left(\mathscr{E}\left(0, \Delta \Pi_{s}^{(\kappa)}\right)\right)-\sum_{i=1}^{\left|D_{s}\right|}\left(\widehat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right]\right\} .
\end{aligned}
$$

An equivalent formulation of $\left(R_{\text {Dia }}\right)$ can be given in terms of the eigenvalues of $\Delta \Sigma_{r}^{(\kappa)}$ and $\Delta \Pi_{s}^{(\kappa)}$ :

$$
\begin{aligned}
\left(R_{D i a}^{\prime}\right) \quad \text { Maximize } \quad \sum_{\kappa=1}^{T}\{ & \sum_{r=1}^{R}\left[2 \cdot \sqrt{\lambda_{r}^{(\kappa)}}-\sum_{j=1}^{\left|C_{r}\right|}\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right] \\
& +\sum_{s=1}^{S}\left[2 \cdot \sqrt{\Lambda_{s}^{(\kappa)}}-\sum_{i=1}^{\left|D_{s}\right|}\left(\widehat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right\}
\end{aligned}
$$

with $\lambda_{r}^{(\kappa)}:=\max \left\{\lambda_{r, j}^{(\kappa)}\left|j=1, \ldots,\left|C_{r}\right|\right\}\right.$ and $\Lambda_{s}^{(\kappa)}:=\max \left\{\Lambda_{s, i}^{(\kappa)}\left|i=1, \ldots,\left|D_{s}\right|\right\}\right.$. As the objective function of $\left(R_{\text {Dia }}^{\prime}\right)$ is nonsmooth with well-understood max-type functions [64, 65, 66] but not Lipschitz-continuous, we also introduce the additional regression problem

$$
\begin{aligned}
\left(R_{\text {Dia }}^{\prime \prime}\right) \quad \text { Maximize } \quad \sum_{\kappa=0}^{T} & \left\{\sum_{r=1}^{R}\left[\lambda_{r}^{(\kappa)}-\sum_{j=1}^{\left|C_{r}\right|}\left(\widehat{\mu}_{r, j}^{(\kappa)}-\bar{\mu}_{r, j}^{(\kappa)}\right)^{2}\right]\right. \\
& \left.+\sum_{s=1}^{S}\left[\Lambda_{s}^{(\kappa)}-\sum_{i=1}^{\left|D_{s}\right|}\left(\widehat{\rho}_{s, i}^{(\kappa)}-\bar{\rho}_{s, i}^{(\kappa)}\right)^{2}\right]\right\}
\end{aligned}
$$

as an alternative proposal.

### 4.3 Optimization Methods

In this section, we summarize solution methods for the regression models of the previous subsections. The objective functions of these volume-related programming problems depend on, e.g., the eigenvalues of symmetric positive semidefinite shape matrices $\Delta \Sigma_{r}^{(\kappa)}$ and $\Delta \Pi_{s}^{(\kappa)}$ as well as the distance of the centers $\Delta \mu_{r}^{(\kappa)}$ and $\Delta \rho_{s}^{(\kappa)}$ of the fusions $\Delta X_{r}^{(\kappa)}$ and $\Delta E_{s}^{(\kappa)}$. For this reason, methods from semidefinite programming [14] can be applied. In particular, the regression model $\left(R_{T r}^{\prime}\right)$ refers to sums of all eigenvalues of the shape matrices $\Delta \Sigma_{r}^{(\kappa)}$ and $\Delta \Pi_{s}^{(\kappa)}$. These objective functions can also be considered as positive semidefinite representable functions ([11], p. 80) and interior point methods can applied [39, 40, 41, 43]. Alternatively, asscociated bilevel problems can be introduced which could be solved by gradient methods. In fact, in [42] structural frontiers of conic programming are discussed with other optimization methods compared, and future applications in machine learning and data mining prepared. However, we would like to underline that in the areas regression and classification of statistical learning (cf. e.g., [25, 50]), our optimization based methods provided and further promise very good and competitive results [16, 28, 56, 70, 78].

## 5 Network Rarefication Based on Mixed Integer Programming and Continuous Programming

The gene-environment network of clusters defined by the interaction matrices of the linear model $(E C)$ is usually highly-interconnected. The regression analysis of the previous sections allows an identification of the corresponding degrees of connectivity of all branches between the clusters, although its actual influence is small and negligible. In addition, a particular cluster is generally influenced by a limited (not too high) number of regulating genetic and environmental clusters and usually it regulates only a small number of clusters. For this reason, we introduce a method for diminishing the number of branches with the aim of network rarefication during the regression process. This goal could be achieved by introducing upper bounds on the indegrees and outdegrees of nodes of the gene-environment network. In other words, the number of clusters regulating a specific genetic or environmental cluster in our network as well as the number of clusters regulated by a particular cluster has to be bounded. We impose binary constraints in order to decide whether or not there is a connection between two clusters and by this we obtain a mixed-integer optimization problem. After this model is provided, we will pass to continuous optimization and introduce a model with continuous constraints. This is because of the exclusive nature of binary constraints that could even destroy the connectivity of the gene-environment network.

### 5.1 Mixed Integer Regression Problem

Given two clusters $A, B$ we use the notation $A \leftarrow B$ if cluster $A$ is regulated by cluster $B$ and $A \nvdash B$ if cluster $A$ is not regulated by cluster $B$. Now, we define the Boolean matrices

$$
\begin{array}{ll}
\chi_{j r}^{G G}= \begin{cases}1 & , \text { if } C_{j} \leftarrow C_{r} \\
0 & , \text { if } C_{j} \nleftarrow C_{r},\end{cases} & \chi_{j s}^{E G}= \begin{cases}1 & , \text { if } C_{j} \leftarrow D_{s} \\
0 & , \text { if } C_{j} \nleftarrow D_{s},\end{cases} \\
\chi_{i r}^{G E}=\left\{\begin{array}{ll}
1 & , \text { if } D_{i} \leftarrow C_{r} \\
0 & , \text { if } D_{i} \nleftarrow C_{r},
\end{array} \quad \chi_{i s}^{E E}= \begin{cases}1 & , \text { if } D_{i} \leftarrow D_{s} \\
0 & , \text { if } D_{i} \nleftarrow D_{s},\end{cases} \right.
\end{array}
$$

indicating whether or not pairs of clusters in our regulatory network are directly related. If two clusters are not related, the corresponding parts of the matrices $A^{G G}$, $A^{G E}, A^{E G}, A^{E E}$ have zero entries in case of a disjoint cluster decomposition.

The indegree of the genetic cluster $C_{j}$ in our regulatory network is defined with respect to all genetic and environmental clusters by

$$
\operatorname{deg}\left(C_{j}\right)_{i n}^{G G}:=\sum_{r=1}^{R} \chi_{j r}^{G G} \quad \text { and } \quad \operatorname{deg}\left(C_{j}\right)_{i n}^{E G}:=\sum_{s=1}^{S} \chi_{j s}^{E G},
$$

where $j \in\{1, \ldots, R\}$. By this, the indegrees $\operatorname{deg}\left(C_{j}\right)^{G G}$ and $\operatorname{deg}\left(C_{j}\right)^{E G}$ count the number of genetic and environmental clusters which regulate cluster $C_{j}$. The overall indegree of the genetic cluster $C_{j}$ is defined by

$$
\operatorname{deg}\left(C_{j}\right)_{i n}:=\operatorname{deg}\left(C_{j}\right)_{i n}^{G G}+\operatorname{deg}\left(C_{j}\right)_{i n}^{E G}
$$

Similarly, for $i \in\{1, \ldots, S\}$ the indegree of cluster $D_{i}$ with respect to the environmental clusters and the genetic clusters is given by

$$
\operatorname{deg}\left(D_{i}\right)_{i n}^{G E}:=\sum_{r=1}^{R} \chi_{i r}^{G E} \quad \text { and } \quad \operatorname{deg}\left(D_{i}\right)_{i n}^{E E}:=\sum_{s=1}^{S} \chi_{i s}^{E E} .
$$

In this way, the indegrees $\operatorname{deg}\left(D_{i}\right)^{G E}$ and $\operatorname{deg}\left(D_{i}\right)^{E E}$ count the number of genetic and environmental clusters which regulate cluster $D_{i}$. The overall indegree of cluster $D_{i}$ is defined by

$$
\operatorname{deg}\left(D_{i}\right)_{i n}:=\operatorname{deg}\left(D_{i}\right)_{i n}^{G E}+\operatorname{deg}\left(D_{i}\right)_{i n}^{E E} .
$$

In the same way, bounds on the outdegree, i.e., the number of outgoing branches can be introduced. Firstly, binary values are defined to determine whether or not there is an outgoing connection:

$$
\begin{aligned}
& \zeta_{j r}^{G G}=\left\{\begin{array}{ll}
1 & , \text { if } C_{r} \leftarrow C_{j} \\
0 & , \text { if } C_{r} \nleftarrow C_{j},
\end{array} \quad \zeta_{j s}^{E G}= \begin{cases}1 & , \text { if } D_{s} \leftarrow C_{j} \\
0 & , \text { if } D_{s} \nleftarrow C_{j},\end{cases} \right. \\
& \zeta_{i r}^{G E}=\left\{\begin{array}{ll}
1 & , \text { if } C_{r} \leftarrow D_{i} \\
0 & ,
\end{array} \quad \text { if } C_{r} \nleftarrow D_{i}, \quad \zeta_{i s}^{E E}= \begin{cases}1 & , \text { if } D_{s} \leftarrow D_{i} \\
0 & , \text { if } D_{s} \nleftarrow D_{i} .\end{cases} \right.
\end{aligned}
$$

Now, the outdegree of genetic cluster $C_{j}$ with respect to all genetic and environmental clusters can be expressed as

$$
\operatorname{deg}\left(C_{j}\right)_{o u t}^{G G}:=\sum_{r=1}^{R} \zeta_{j r}^{G G} \quad \text { and } \quad \operatorname{deg}\left(C_{j}\right)_{o u t}^{G E}:=\sum_{s=1}^{S} \zeta_{j s}^{G E},
$$

where $j \in\{1, \ldots, R\}$. The outdegrees $\operatorname{deg}\left(C_{j}\right)_{\text {out }}^{G G}$ and $\operatorname{deg}\left(C_{j}\right)_{\text {out }}^{E G}$ count the number of genetic and environmental clusters regulated by cluster $C_{j}$. The overall outdegree of genetic cluster $C_{j}$ is given by

$$
\operatorname{deg}\left(C_{j}\right)_{\text {out }}:=\operatorname{deg}\left(C_{j}\right)_{\text {out }}^{G G}+\operatorname{deg}\left(C_{j}\right)_{\text {out }}^{E G} .
$$

The outegree of environmental cluster $D_{i}$ with respect to the environmental clusters and the genetic clusters is defined by

$$
\operatorname{deg}\left(D_{i}\right)_{o u t}^{G E}:=\sum_{r=1}^{R} \zeta_{i r}^{G E} \quad \text { and } \quad \operatorname{deg}\left(D_{i}\right)_{\text {out }}^{E E}:=\sum_{s=1}^{S} \zeta_{i s}^{E E},
$$

where $i \in\{1, \ldots, S\}$. The outdegrees $\operatorname{deg}\left(D_{i}\right)_{\text {out }}^{G E}$ and $\operatorname{deg}\left(D_{i}\right)_{\text {out }}^{E E}$ count the number of genetic and environmental clusters regulated by cluster $D_{i}$. The overall outdegree of cluster $D_{i}$ is

$$
\operatorname{deg}\left(D_{i}\right)_{\text {out }}:=\operatorname{deg}\left(D_{i}\right)_{\text {out }}^{G E}+\operatorname{deg}\left(D_{i}\right)_{\text {out }}^{E E} .
$$

As mentioned above, we introduce upper bounds on the indegrees and the outdegrees of the nodes (clusters) with the aim of network rarefication. These values have to be given by the practitioner and they can depend on any a priori information. Including these additional constraints, we obtain the following mixed integer optimization problem:
(MII)

$$
\left\{\begin{array}{r}
\operatorname{Maximize} \sum_{\kappa=1}^{T}\left\{\sum_{r=1}^{R}\left\|\Delta X_{r}^{(\kappa)}\right\|_{*}-\left\|\widehat{\mu}_{r}^{(\kappa)}-\bar{\mu}_{r}^{(\kappa)}\right\|_{2}^{2}\right. \\
\\
\left.+\sum_{s=1}^{S}\left\|\Delta E_{s}^{(\kappa)}\right\|_{*}-\left\|\hat{\rho}_{s}^{(\kappa)}-\bar{\rho}_{s}^{(\kappa)}\right\|_{2}^{2}\right\}
\end{array}\right.
$$

subject to $\operatorname{deg}\left(C_{j}\right)_{i n}^{G G} \leq \alpha_{j}^{G G}, j=1, \ldots, R$
$\operatorname{deg}\left(C_{j}\right)_{i n}^{E G} \leq \alpha_{j}^{E G}, j=1, \ldots, R$
$\operatorname{deg}\left(D_{i}\right)_{i n}^{E G} \leq \alpha_{i}^{E G}, i=1, \ldots, S$
$\operatorname{deg}\left(D_{i}\right)_{i n}^{E E} \leq \alpha_{i}^{E E}, i=1, \ldots, S$

$$
\begin{aligned}
& \operatorname{deg}\left(C_{j}\right)_{o u t}^{G G} \leq \beta_{j}^{G G}, j=1, \ldots, R \\
& \operatorname{deg}\left(C_{j}\right)_{\text {out }}^{E G} \leq \beta_{j}^{E G}, j=1, \ldots, R \\
& \operatorname{deg}\left(D_{i}\right)_{\text {out }}^{G E} \leq \beta_{i}^{G E}, i=1, \ldots, S \\
& \operatorname{deg}\left(D_{i}\right)_{\text {out }}^{E E} \leq \beta_{i}^{E E}, i=1, \ldots, S .
\end{aligned}
$$

In model (MII), individual bounds on the indegrees and outdegrees of each genetic and environmental cluster are imposed what allows us to control the connectivity of the gene-environment network. This approach is an extension of the regression problems with bounds on the indegrees in [31, 32]. Similar mixed-integer problems for an analysis of gene-environment networks based on interval arithmetics were presented in [68, 69, 71].

In model (MII) the number of connections of each cluster with genetic and environmental clusters are considered separately. In a further step, we can combine these bounds and impose restrictions on the total number of all ingoing or outgoing branches of each cluster:

$$
\left\{\begin{array}{c}
\text { Maximize } \sum_{\kappa=1}^{T}\left\{\sum_{r=1}^{R}\left\|\Delta X_{r}^{(\kappa)}\right\|_{*}-\left\|\widehat{\mu}_{r}^{(\kappa)}-\bar{\mu}_{r}^{(\kappa)}\right\|_{2}^{2}\right. \\
\left.\quad+\sum_{s=1}^{S}\left\|\Delta E_{s}^{(\kappa)}\right\|_{*}-\left\|\widehat{\rho}_{s}^{(\kappa)}-\bar{\rho}_{s}^{(\kappa)}\right\|_{2}^{2}\right\} \\
\text { subject to } \operatorname{deg}\left(C_{j}\right)_{\text {in }} \leq \gamma_{j}, j=1, \ldots, R \\
\\
\operatorname{deg}\left(D_{i}\right)_{\text {in }} \leq \delta_{i}, i=1, \ldots, S \\
\\
\\
\operatorname{deg}\left(C_{j}\right)_{\text {out }} \leq \varepsilon_{j}, j=1, \ldots, R \\
\operatorname{deg}\left(D_{i}\right)_{\text {out }} \leq \varphi_{i}, i=1, \ldots, S .
\end{array}\right.
$$

### 5.2 Continuous Programming

As mentioned above, the binary constraints in (MII) and (MI2) can lead to restrictions of the network connectivity. For this reason, continuous optimization is applied for a relaxation of (MII) by replacing the binary variables $\chi_{j r}^{G G}, \chi_{j s}^{E G}, \chi_{i r}^{G E}$ and $\chi_{i s}^{E E}$ with real variables $P_{j r}^{G G}, P_{j s}^{E G}, P_{i r}^{G E}, P_{i s}^{E E} \in[0,1]$, which is also interpretable as probabilities (we refer to [51] for optimization models with probabilistic constraints). These variables should linearly depend on the corresponding elements of $\mathscr{A}_{j r}^{G G}, \mathscr{A}_{j s}^{E G}, \mathscr{A}_{i r}^{G E}, \mathscr{A}_{i s}^{E E}$.

The real-valued indegree of cluster $C_{j}$ in our regulatory network with respect to the genetic and environmental clusters are now defined by

$$
\operatorname{deg}\left(C_{j}\right)_{i n}^{G G}:=\sum_{r=1}^{R} P_{j r}^{G G}\left(\mathscr{A}_{j r}^{G G}\right) \quad \text { and } \quad \operatorname{deg}\left(C_{j}\right)_{i n}^{E G}:=\sum_{s=1}^{S} P_{j s}^{E G}\left(\mathscr{A}_{j s}^{E G}\right),
$$

respectively. Similarly, the real-valued indegree of cluster $D_{i}$ is given by

$$
\operatorname{deg}\left(D_{i}\right)_{i n}^{G E}:=\sum_{r=1}^{R} P_{i r}^{G E}\left(\mathscr{A}_{i r}^{G E}\right) \quad \text { and } \quad \operatorname{deg}\left(D_{i}\right)_{i n}^{E E}:=\sum_{s=1}^{S} P_{i s}^{E E}\left(\mathscr{A}_{i s}^{E E}\right) .
$$

In the same way, we can adapt the outdegrees of clusters by replacing the binary variables $\zeta_{j r}^{G G}, \zeta_{j s}^{E G}, \zeta_{i r}^{G E}$ and $\zeta_{i s}^{E E}$ with real variables $Q_{j r}^{G G}, Q_{j s}^{E G}, Q_{i r}^{G E}, Q_{i s}^{E E} \in[0,1]$ linearly depending on the corresponding elements of $\mathscr{A}_{j r}^{G G}, \mathscr{A}_{j s}^{E G}, \mathscr{A}_{i r}^{G E}, \mathscr{A}_{i s}^{E E}$. Now, the real-valued outdegrees of cluster $C_{j}$ with respect to the genetic and environmental clusters are defined by

$$
\operatorname{deg}\left(C_{j}\right)_{o u t}^{G G}:=\sum_{r=1}^{R} Q_{j r}^{G G}\left(\mathscr{A}_{j r}^{G G}\right) \quad \text { and } \quad \operatorname{deg}\left(C_{j}\right)_{o u t}^{E G}:=\sum_{s=1}^{S} Q_{j s}^{E G}\left(\mathscr{A}_{j s}^{E G}\right)
$$

respectively. Similarly, the real-valued outdegree of cluster $D_{i}$ is given by

$$
\operatorname{deg}\left(D_{i}\right)_{o u t}^{G E}:=\sum_{r=1}^{R} P_{i r}^{G E}\left(\mathscr{A}_{i r}^{G E}\right) \quad \text { and } \quad \operatorname{deg}\left(D_{i}\right)_{o u t}^{E E}:=\sum_{s=1}^{S} Q_{i s}^{E E}\left(\mathscr{A}_{i s}^{E E}\right)
$$

When we replace the strict binary constraints of the mixed-integer problem (MII) with the aforementioned 'soft constraints', we obtain the following continuous programming problem:


We can also combine these real-valued restrictions on the total number of all ingoing or outgoing branches of each cluster and so we obtain a relaxation of model (M2) in terms of the following continuous programming problem:

$$
\left\{\begin{aligned}
\text { Maximize } & \sum_{\kappa=1}^{T}\left\{\sum_{r=1}^{R}\left\|\Delta X_{r}^{(\kappa)}\right\|_{*}-\left\|\widehat{\mu}_{r}^{(\kappa)}-\bar{\mu}_{r}^{(\kappa)}\right\|_{2}^{2}\right. \\
& \left.+\sum_{s=1}^{S}\left\|\Delta E_{s}^{(\kappa)}\right\|_{*}-\left\|\widehat{\rho}_{s}^{(\kappa)}-\bar{\rho}_{s}^{(\kappa)}\right\|_{2}^{2}\right\} \\
\text { subject to } & \sum_{r=1}^{R} P_{j r}^{G G}\left(\mathscr{A}_{j r}^{G G}\right)+\sum_{s=1}^{S} P_{j s}^{E G}\left(\mathscr{A}_{j s}^{E G}\right) \leq \gamma_{j}, j=1, \ldots, R \\
& \sum_{r=1}^{R} P_{i r}^{G E}\left(\mathscr{A}_{i r}^{G E}\right)+\sum_{s=1}^{S} P_{i s}^{E E}\left(\mathscr{A}_{i s}^{E E}\right) \leq \beta_{i}, i=1, \ldots, S \\
& \sum_{r=1}^{R} Q_{j r}^{G G}\left(\mathscr{A}_{j r}^{G G}\right)+\sum_{s=1}^{S} Q_{j s}^{E G}\left(\mathscr{A}_{j s}^{E G}\right) \leq \gamma_{j}, j=1, \ldots, R \\
& \sum_{r=1}^{R} Q_{i r}^{G E}\left(\mathscr{A}_{i r}^{G E}\right)+\sum_{s=1}^{S} Q_{i s}^{E E}\left(\mathscr{A}_{i s}^{E E}\right) \leq \delta_{i}, i=1, \ldots, S .
\end{aligned}\right.
$$

## 6 Conclusion

We considered dynamical gene-environment networks under ellipsoidal uncertainty. The hidden interconnections and regulating effects of possibly overlapping clusters of genetic and environmental items are revealed by a new set-theoretic regression methodology. By this, we further extend our Ellipsoidal Operations Research introduced in [31] that was based on our and our colleagues studies on regulatory systems in computational biology and life sciences with data uncertainty. In these studies, interval arithmetics was applied to express various kinds of errors and uncertainty. Here, we further extend this approach by considering stochastic dependencies between groups of genes and environmental factors. Furthermore, the clusters of data items are not strictly divided as in [31] and they can overlap what is motivated by the fact that a single gene or environmental factor can influence more than one other gene. The representation of data uncertainty in terms of ellipsoids is more flexible than the error intervals of single variables. In particular, ellipsoids are directly related to covariance matrices. For this reason, the often used Gaussian random noise refers to our ellipsoidal approach. However, Gaussian random distributions are often considered as simplifications. In future works, we will extend our regression models based on ellipsoidal uncertainty and we will focus on set-theoretic approaches with semi-algebraic sets and approximations of convex or non-convex error sets. This new perception will be combined with refined optimization methods that offer a new perspective for the analysis of regulatory systems under uncertainty.
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