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Figure 1: EmotionEditor is a tool to support researchers in designing/accounting for emotions in VR studies. It provides outdoor
(left) and indoor (center) environments to support emotions as well as VR questionnaires (right) for emotion assessment.

ABSTRACT
Emotions affect our perception, attention, and behavior. Hereby, the
emotional state is greatly affected by the surrounding environment
that can seamlessly be designed in Virtual Reality (VR). However,
research typically does not account for the influence of the environ-
ment on participants’ emotions, even if this influence might alter
acquired data. To mitigate the impact, we formulated a design space
that explains how the creation of virtual environments influences
emotions. Furthermore, we present EmotionEditor, a toolbox that
assists researchers in rapidly developing virtual environments that
influence and asses the users’ emotional state. We evaluated the
capability of EmotionEditor to elicit emotions in a lab study (n=30).
Based on interviews with VR experts (n=13), we investigate how
they consider the effect of emotions in their research, how the Emo-
tionEditor can prospectively support them, and analyze prevalent
challenges in the design as well as development of VR user studies.
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1 INTRODUCTION
Emotions affect many aspects of human behavior, perception, and
attention [7]. As a result, emotions, both positive and negative,
can be expected to have a substantial influence on users’ behavior
in human-computer interaction studies. For example, prior work
showed that negative emotions, such as depression, reduce attention
and memory [40]. Likewise, emotionally arousing stimuli might
influence how easily people can learn using a novel user interface
or how well they can memorize information [25]. Also, qualitative
feedback might be biased by participants’ current emotional state.
Despite the influence of emotions on human perception, attention,
and behavior, emotions have only received little attention as a
contributing factor in user studies. Collecting data about emotions
in the context of a user study may be worthwhile since, to a great
extent, our actions are controlled by our emotional state [73].
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Researchers often more or less consciously account for this as
they are trying to create a pleasant study environment where par-
ticipants feel comfortable [50]. At the same time, for studies en-
tailing virtual reality (VR), researchers often do not consider the
potential influence the virtual environment (VE) might have on
the participants’ emotions. We believe the reason for this to be
twofold. Firstly, researchers might be used to accepting the fact that
in the real world, many aspects of the study environment are chal-
lenging to change. While the interior decoration could be changed,
even though it is inconvenient and time-consuming, many other
aspects like the room size, window size, or the weather are mostly
not in the researcher’s control. Secondly, and more importantly,
researchers might not be aware of the potential influence or lack
the knowledge on how they could design and control a virtual
environment that optimally supports the desired emotional state
participants should be in during a study. Even though controlling
or manipulating the real-world environment is cumbersome, this
process is far more straightforward in studies where participants
are in a virtual world [42]. Since researchers can control almost any
property within the VR, we believe this can be leveraged to assess
and control the emotions of the VR users.

Currently, the research community lacks an in-depth understand-
ing of how a virtual environment’s design can affect and manipulate
users’ emotional states. In addition, versatile and functional tools
are unavailable to rapidly design VE to elicit and asses emotions.

This work makes two contributions to close these gaps. First,
we sketch a design space for creating VEs that support particular
emotions. More specifically, we focus on three emotions commonly
used in HCI, that is ‘happiness’, ‘sadness’, and ‘fear’. Based on a
thorough literature review, we derive environmental factors that
are known to affect emotions. Examples include but are not limited
to the use of colors [37], ambient sounds, the layout of architectural
space [59, 63], and weather conditions. In addition to the design
space, we present and evaluate EmotionEditor, a tool to assist re-
searchers in the design of environments accounting for the desired
emotional state of participants. Specifically, the EmotionEditor pro-
vides a set of six virtual environments to elicit or manipulate the
emotional state of participants and a questionnaire asset, allowing
the emotional state to be assessed within the VE. This asset also
includes the ability to incorporate further study-related questions
rapidly. To show the value of the EmotionEditor, we evaluated our
design with 30 participants in a within-subject study and provide
findings from qualitative feedback from 13 expert VR researchers.
We asked VR experts to reflect on how their work could benefit from
the design space and EmotionEditor. Furthermore, we asked them
for feedback on how the editor could be enhanced. We synthesize
the results of our investigations into four themes as follows: (1) the
importance of emotions, (2) prerequisites to using EmotionEditor,
(3) the benefits of EmotionEditor, and (4) design suggestions. We
elaborate on the themes further in this paper. The evaluation of
study participants shows that the EmotionEditor can successfully
elicit the desired emotions in different virtual environments.

The following three research questions guided our work:
• RQ1:What is the design space for eliciting emotions through
virtual environments?

• RQ2:What are the requirements for a general-purpose VR
system that controls and assesses the users’ emotions?

• RQ3:How do researchers perceive controlling and assessing
emotions in VR studies?

This work is valuable to researchers as we provide a ready-to-use
Unity editor, capable of eliciting and assessing emotions prior to VR
user studies. The design space allows designers and practitioners to
make informed decisions when certain emotions should be invoked
in VR. For example, VR designers can use our design space to create
VR games in a way that certain desired emotions are elicited as part
of the user experience.

2 RELATEDWORK
Our work draws from previous research on the effects of emotions,
emotions in VR, and VR authoring tools.

2.1 Effect of Emotions
Research on emotions received considerable attention in the past.
Having traditionally been a research field of interest to psychology
and medicine, more recently also computer science and HCI tried
to understand emotions and their effect on behavior and cognition.

Literature shows that emotions influence different types of be-
havior [53, 55]. Prior work also showed that emotions have an
influence on users’motivation and performance. For example, Kiefer
and Briner [32] investigated both the causes and consequences of
emotions experienced in workplaces. In particular, they found that
negative emotions lead to people putting less effort in their tasks.
Fiori et al. [18] manipulate emotions to understand their effect on
decision-making. They found a significant difference between the
emotional reactions in the context of economic decision-making.
Positive emotions led to more accurate predictions and negative
emotions made users take more risky decisions. Schwarz et al. [57]
investigated the influence of moods and emotions on decision-
making and highlight the complex interplay of emotion, cognition,
and decision-making that affects our everyday life.

From these examples, it becomes already clear that emotions are
likely to influence many aspects of human behavior, many of which
play an important role in studies in Human-Computer Interaction.

2.2 Emotions in Virtual Reality
While most research on how emotions influence human behavior
has been focused on the real world, there is also work suggesting
similar effects in VR. Generally, two streams can be distinguished:
(1) understanding the effect of the virtual environment on emotions
and (2) the use of VR to elicit and manipulate emotions.

Regarding the understanding of emotions, Dey et al. [12] inves-
tigate the effect of manipulating physiological feedback in VR on
emotions. They found that altering such feedback can change the
emotions within immersive environments. Mood Worlds allows
users to self-create virtual environments visualizing their emo-
tions [66]. Xue et al. showed how 360 degree VR videos can be
annotated regarding emotions [70].

Regarding emotion elicitation and manipulation, Chirico et al.
[8] argue that VR could generate complex stimuli that can elicit
"awe". Researchers also investigated how various emotions such as
happiness, sadness, anger, and fear fare in VR compared to the real
world [52] and also how different emotions can be manipulated.
Particularly, the focus has been on understanding different stimuli
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that can generate emotions in VR. These stimuli mostly adapt ap-
proaches and materials used in the real world, such as audio and
video materials [27, 52], and at times virtual reality itself [17]. Dozer
et al. presented a design methodology for affective VR, presenting
different scenarios to elicit particular emotions [13]. Marcolin et
al. explain how different design aspects and features can be used
to create virtual experiences impacting human emotions [43]. Re-
cently, Jicol et al. [29] investigated the effects of emotions, more
precisely fear and happiness, on presence. They found that fear can
easier be induced when visual realism is high.

From this, we learn that researchers should think about how the
design of the VR environment used in their study will influence
participants’ emotions and, hence, their results. With our work, we
aim to better understand and help mitigate such effects. At the same
time, despite not being a main motivation, our approach might also
be useful in emotion elicitation. We reflect on this in the discussion.

2.3 Virtual Reality Authoring Tools
Researchers investigated the challenges of VR authoring tools [26,
46]. Ashtari et al. [2] explored the challenges faced by VR designers
and researchers. Their findings show that the users mostly face
difficulty in designing or implementing VR environments that can
easily integrate human motion, gesture, and audio. Many are also
unable to create natural VR experiences. A part of the problem is
also the lack of design guidelines provided by these platforms.

Currently, there are various authoring tools tomitigate the above-
mentioned challenges [5, 67, 72]. While these authoring tools do
provide easy implementation and easy blending of dynamic virtual
scenes, they do not provide features specifically designed to help
researchers in conducting user studies. We address to this by pro-
viding a tool assisting in dealing with aspects related to emotions.

2.4 Summary
Previous research showed the importance of considering the emo-
tional state when conducting user studies. While prior work inves-
tigates emotion elicitation techniques and emotions individually,
we extend this work by focusing on creating environments that
support both eliciting and preserving emotions. We sketch which
characteristics of a VR environment are likely to influence emotions
and describe the design space. There exists no VR authoring tool for
researchers considering emotion elicitation, emotion preservation,
and assessment of emotional state. Based on the proposed design
space and by building upon VR authoring tools, we address this
unavailability and create EmotionEditor.

3 DESIGN SPACE FOR ELICITING EMOTIONS
Multiple factors contribute to our emotional state. Based on a liter-
ature review, we provide an overview of significant works focusing
on emotion elicitation and manipulation, and sketch a design space
for eliciting emotions through VEs.

3.1 Approach
We used Google Scholar to identify relevant publications related
to emotions. We included peer-reviewed papers that showed clear
relevance to factors affecting or eliciting emotions. Publications
were included if they reported on the influences of the environment

on the emotional state of people. All selected papers were reviewed
in detail, and influencing factors were extracted and categorized.
We present the design space below, along with relevant literature.
We limit the scope of this work to three of the six basic emotions as
derived by Ekman [15], as these are most commonly used in HCI
studies (e.g., [17, 22, 52]) and they can be consistently detected (e.g.,
[52]). These include the emotions covered by the circumplex model
of affect [54], namely happiness, sadness, and fear. Future work
could extend the design space to cover additional emotions as well.

3.2 Dimensions for Eliciting Emotions
Our literature review shows that the environment can have an
influence on how we feel. We argue that the virtual environment
can be similarly designed to elicit emotions. To achieve this goal
and support future designs, we present a design space for eliciting
emotions in a virtual environment. To establish our design space,
we categorized the dimensions according to typical design decisions
made when building VR environments. Our design space features
both indoor and outdoor environments and comprises five dimen-
sions derived from the literature that influence each other. The
dimensions are (1) layout of the space, (2) color theme, (3) ambient
sound, (4) decorations, and (5) weather. We visualize the dimen-
sions in relation to the emotional states of happiness, sadness, and
fear in Figure 2. In the following we provide more details on the
dimensions and relevant literature.

3.2.1 Layout of Space. Architectural design choices impact human
perception and affective states. Some studies have investigated the
relationship between architectural form and emotion [4, 11, 41,
59]. Prior research associates curved lines with feelings such as
"serene" and "tender-sentimental" whereas angles are associated
with "robust" and "vigorous". Banaei et al. [3] investigated the effect
of different architectural shapes on valence, arousal, and dominance.
Their findings suggest a correlation between affective states and
various geometries. Particularly, curvature forms lead to a positive
affective state. Dazkir and Read [11] had similar results, finding
that curved forms generated more positive valence than angular
forms. Therefore, the use of round objects, such as a couch or table
with rounded corners, is recommended to elicit happiness.

The size and shape of the space (e.g., a room) can similarly in-
fluence emotions. A study conducted in VR compared arousal and
valence ratings of rooms of different sizes. It found that a room of
dimension 4m × 5m × 3.5m, a size commonly found in domestic
spaces such as bedrooms, had a consistent positive valence rating
relating to happiness. Meanwhile, smaller rooms had negative va-
lence ratings relating to fear [56]. Furthermore, they found that
a room with small windows but of great volume makes it seem
empty, affecting people negatively [56]. The study also considered
room proportions. While room size proportions within the range
of 1:1 to 1:1.5 were rated positively, the valence ratings dropped
quickly after 1:1.5 was reached. This means that rooms that have a
long shape provide rather negative feelings and can be useful when
designing the indoor version of the “sad” environments. Similar
findings were produced by several others studies [45, 49, 61].
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Figure 2: Design space for a virtual environment capable of eliciting emotions among users.

3.2.2 Color Themes. The psychological effects of color have been
researched extensively. Color can affect, among other things, our
attention, alertness, and intellectual performance [16], and is an
important factor in assessing emotions [48, 69]. Color was also
investigated by Lipson-Smith et al. [37], who used VR to studymood
responses to colors in three different contexts. Similar research by
Gil and Bigot [20] shows a positive association with emotions.

Colors influence how we feel although the link between specific
colors and emotions is not well fully established [20, 30]. When
placed in an indoor environment, the color of the surrounding walls
can influence its effect on the subject [34]. Bright and chromatic
colors elicit emotional responses of higher valence (happiness) than
dark colors (sadness/ fear) [68], and people working in brighter
lighting conditions experience better moods than people working
in dark lighting conditions. There is also evidence that the presence
of colorful objects in a room can have a positive impact on people.
Generally, achromatic colors induce feelings of lower valence than
chromatic colors, increasing with the brightness of the color. There-
fore, darker, grayish shades are preferable when eliciting negative
emotional states (sadness /fear) [48, 68].

3.2.3 Ambient Sound. Sounds are present in any real-life environ-
ment and can contribute to the affective atmosphere of it [19, 24, 71].
In the case of virtual environments, they can also help amplify the
sense of presence of users inside the environment [36].

Sounds can be used to support emotions. Ambient sounds are
mostly non-musical and non-linguistic and are known as “every
day” sounds. Everyday sounds are generally more complex than
musical sounds, noisy and often provide a great deal of information
about their sources. It describes its source and the environment
around it, such as when rainfall on a tree produces different sounds
compared to when it falls on a tin roof. These types of sounds
are capable of eliciting emotions even when isolated from their

sources. The sounds of rain can elicit a melancholic atmosphere
and peaceful sounds from nature can elicit happiness. According
to Grey [23], stimuli can have several factors creating fear, among
them intensity and novelty. Intense conditions can be loud noises
or objects approaching at a high speed.

3.2.4 Decoration. Prior work has also investigated how objects in
the environment may affect our emotions. In an experiment carried
out by Roger Ulrich, a set of patients were examined during their
hospital stay, with half of the patients being allocated in rooms
with windows looking out at natural scenery and the other half in
rooms with windows facing a brick wall. On average, patients with
a view of a natural scene recovered earlier, and were observed to
be in significantly better spirits than patients facing a brick wall,
who were often observed to be upset and requiring encouragement.
These results suggest that a room with a natural view has a positive
influence on the people situated in it [65] and can elicit happiness.
Findings of another study indicated that people who work in an
office with plants and windows feel better about their job, job per-
formance, and overall quality of life [14]. Even physical discomfort
can be reduced by the presence of plants: participants of a study by
Lohr were more willing to keep their hand submerged in ice water
if they were in a room with plants than if they were in a room with-
out plants [38]. The level of detail in an immersive environment
can also affect our emotional state, e.g., the graphical quality [35].

It has also been found that people have more positive emotional
responses to the view of trees than when looking at inanimate
objects like urban scenes without vegetation [39]. Therefore, the
designs of sadness-inducing environments are rather blank and
with fewer stimuli. Elements like water can be affect emotions both
positively and negatively, depending on the context. Water can also
be used to induce fear, for example, in scenarios where the user is
on a boat in the middle of a turbulent ocean with giant waves [44].
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3.2.5 Weather. Weather-related features, such as haze [64] and
natural lighting conditions [17] can affect our emotions (e.g., darker
environments tend to have a negative effect). A study with five
virtual parks which were used to elicit emotions in VR concluded
that the supposed neutral environment filled with dead trees and
devoid of other stimuli was better at inducing sadness than an
environment consisting of trees, dimmed lights, and people with
umbrellas quickly moving on a rainy day [17]. Another interesting
factor that can influence a person’s affective state is haze. The
results from the study showed that the presence of haze, which
has increasingly become a climate phenomenon in many cities, is
not only a threat to citizens’ physical health but can also have an
impact on people’s emotional states. Especially when the weather
is colder such as in late autumn and winter, people’s emotions can
be negatively affected by the presence of haze [64].

4 EMOTION EDITOR
Our design space comprises five dimensions that contribute to the
manipulation, control, and elicitation of emotional states. To effort-
lessly support researchers in assessing and controlling emotions
during VR studies we propose EmotionEditor, a general-purpose
VR tool controls and assesses the users’ emotions.

4.1 System Architecture and Requirements
EmotionEditor is currently available for the Unity3D game en-
gine version 2020.1.17f1 or higher. It contains six scenes, one for
each emotion (happiness|sadness|fear) and location(indoor|outdoor).
Users can choose which environment will be loaded and adjust the
settings of those VEs according to their needs.

4.2 Approach
To identify features needed in an editor, we discussed and identified
key areas which researchers and designers need to consider before
any development or evaluation. The authors discussed these over
several sessions, drawing upon their own research experience and
prior work. We eventually focused on the following four aspects:

Setting Most real-world studies are conducted in a controlled
lab setting. For VR studies, one has an advantage as VR can
be used to simulate any kind of setting. We consider two
types of settings (indoor and outdoor).

Emotion Assessment Not only should the editor be able to
elicit emotions, but also assess the emotions of the partici-
pants. Emotions can be assessed using both subjective mea-
surements and physiological measurements. For subjective
measurements, the SAM scale is a widely accepted and reli-
able method, and thus we implemented it in our editor [6].
The SAM scale is an inexpensive, easy method to quickly
assess emotions and can be used without the need for addi-
tional measuring instruments.

Data Collection User studies typically include collecting data
through questionnaires (demographic information, feedback
on the tested application, etc.). As questionnaires are an in-
tegral part of studies in HCI, we implemented a feature to
include demographic questionnaires and post-study ques-
tionnaires as part of our editor.

4.3 Premade Virtual Environments
We included six VEs in the editor (Figure 3), which elicit different
emotions. The VEs were designed according to our design space,
and we offer both indoor and outdoor sample scenes.

The outdoor environment meant to elicit happiness consists of
a beautiful, lively natural scene made of hills with trees close to a
mountain range. The sky shines in a saturated blue and is slightly
covered with white clouds. The user spawns on an earthy pathway,
close to a farmhouse. The surroundings are filled with green trees,
grass, bushes, and colorful flowers (Figure 3a). The correspond-
ing indoor version consists of a room with objects predominantly
formed with round edges, among them a couch, two chairs, a table,
and potted plants. The windows provide a view of the landscape
that has been described in the outdoor version (Figure 3b).

The outdoor version to elicit sadness consists of a barren land-
scape, with tree stumps and dead trees being the only objects visible.
The vision is impaired by a dark gray haze and the sky is dark and
covered in heavy clouds (Figure 3c). The corresponding indoor
version was built with as few stimuli. The size of the room and
windows was chosen based on the study with virtual rooms, which
found that big rooms with a ratio of 1:2 lengthwise and tiny win-
dows induce the most negative valence (Figure 3d).

The outdoor version for inducing fear consists of a dark forest
made of tall pine trees and bushes. Apart from the lack of light,
dark red fog strongly impairs the vision of the user (Figure 3e).
With the factor of disorientation in mind, the indoor version of the
fear-inducing environments was created as an endless maze in the
dark, with deformed walls and strongly impaired vision (Figure 3f).

4.4 Questionnaires and Data Collection
Emotions are usually assessed using the self-assessment manikin
[6] (Figure 1 right). Apart from this feature we also provide a built-in
demographics form and a post-study questionnaire. Questionnaires
are used in most studies, and having such a feature available in
VR would save implementation time and effort on the researcher’s
end. In addition, EmotionEditor provides a set of assets to create
additional questionnaires that can be directly answered within
VR. All data can be collected using our editor and exported as a
spreadsheet in an online platform.

4.5 Application of the EmotionEditor
Our goal was to provide researchers with a VR authoring tool,
enabling them to assess the emotional states of their study par-
ticipants and conduct user studies in VR. Generally, the editor is
intended to save time in the implementation phase, as it helps with
setting up the VE as well as the functionality needed for the study.
Researchers can further implement features specific to their needs
in our editor. With this in mind, we did not tailor the editor to suit
one specific research direction, rather all researchers conducting
studies in VR can use the prototype. Researchers can choose to use
our editor at the beginning of the study to elicit or assess emotions
only or use our editor throughout the entire study duration.

5 STUDY I: ELICITING EMOTIONS
To evaluate the capability of the developed VEs to elicit emotions,
we conducted a within-subject user study with 30 participants.
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Figure 3: The set of virtual scenes available in the EmotionEditor, that were built based on our design space. The scenes elicit
happiness (a, b), sadness (c, d), and fear (e, f), in selectable indoor and outdoor environments.

5.1 Measures
In our user study, we collected the following measures:

Demographics We assessed gender, age, occupation, educa-
tion, and relevant experience with VR (no experience, have
heard or seen it, have used it a few times, have used it sev-
eral times, use it a lot), and a self-assessment of personality
(Extroverted, Critical, Sympathetic, Anxious, Reserved, Emo-
tionally stable).

Self Assessment Manikin (SAM) The SAM scale consists of
the dimensions valence, arousal, and dominance. Valence
indicates whether the emotion is positive or negative; arousal
indicates the intensity of the emotion orwhether the emotion
is aroused; and dominance indicates whether the user is in
control of the situation [6]. SAM is a subjective measure
allowing users to evaluate their emotions on a 9-Point scale.

VR Task Completion Timek Participantswere asked to stack
cubes in each of the VEs. There are four cubes in each scene
that need to be put together vertically. The time taken to
complete this task is recorded for subsequent analysis.

Post-study Interview The experimenter asked whether each
environment elicited or altered the participant’s emotions
and whether the cube-stacking task interfered with the corre-
sponding mood. Participants were also asked whether being
indoors and outdoors produced different feelings in the same
emotion-evoking environment. Finally, participants elabo-
rated on their feelings about the different VEs.

5.2 Task
In each virtual environment, the participants were asked to stack
four cubes vertically using the VR controller. The participants
needed to touch the cubes with their virtual hand (which followed
the position of the VR controllers), illustrated by a yellow outline
around the cube (Figure 4). Once the cube was selected, the partici-
pants could press and hold the controller key to pick up and hold
on to the cube and release the key to let go of the cube.

5.3 Procedure
After welcoming the participants, we kindly asked them to sign the
consent form. Next, the experimenter explained the study process,
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Figure 4: Participants were asked to stack the cubes virtually
using the controller.

task, SAM scale, and how to fill it. Participants then entered the vir-
tual world and experienced the six premade VEs. Immediately after
entering the scene, they filled in the SAM scale once. In each of the
VR scenes, participants could see three panels. The leftmost panel
contained a picture selected from the Geneva Affective Picture
Database (GAPED) [10] to elicit the targeted emotion. Participants
were encouraged to explore the environment without any time re-
strictions. They could choose at any time to begin the cube-stacking
task. After finishing the cube-stacking task, they filled in the SAM
scale for the second time. Finally, after a 30-second interval, they en-
tered the SAME scale for the last time. This completed one emotion
eliciting VE, and subsequently, the participants were transitioned
to the next scene, experiencing a different environment. The order
of the VE was counterbalanced based on Latin Square.

5.4 Participants
We recruited 30 participants (14 men, 16 women) aged 20–29 (M =
23.73, SD = 2.04). Twenty-nine participants were students, and one
was employed. Twenty-eight participants had a bachelor’s degree,
and two had a graduate degree. Sixteen participants had used VR a
few times, 2 had used VR several times, 2 used VR a lot, 4 had seen
or heard of it, and 6 had no prior experience. The mean value with
VR experience was 2.67 (1=no VR experience, 5 frequent VR use).

5.5 Results
We compared the SAM values in different environments with dif-
ferent levels of VR experience, age, gender, and personality. The
results indicated no significant differences between these factors.

5.5.1 Emotion Elicitation. Our findings suggest that the environ-
ments could evoke changes in arousal, valence, and dominance for
elicited emotions. For happiness and fear, the environments were
more successful, leading to larger changes in the SAM (cf. Figure 5).

5.5.2 Task Completion. Participants needed more time to complete
the task in the outdoor (outdoor happiness: mean = 20.6 s; sadness
= 24.7 s; fear = 21.3 s) than in the indoor environments (indoor hap-
piness mean = 15.2 s; sadness = 16.5 s; fear = 22.5 s). The conducted
statistical significance tests did not yield significant results.

5.5.3 Participant Feedback. Twenty-nine participants mentioned
that they personally felt VEs could successfully generate emotions.
Five said that the environments particularly evoked fear and made
them feel scared and anxious. While four participants mentioned
that the environments can elicit emotions but do not have a signifi-
cant impact, only one did not feel the invoked emotions. Ten partic-
ipants believed that for the same emotion, there was no difference
in emotional intensity between indoor and outdoor environments.
Nine participants felt that the outdoor environment could more
successfully invoke emotions compared to the indoor environment.

6 STUDY II: EVALUATION OF THE EDITOR
We conducted a series of semi-structured interviews with 13 VR ex-
perts from the HCI community and industry (cf. RQ3). In the follow-
ing, we describe the methodology, explain the interview structure,
procedure, and analysis and, finally, summarize the results.

6.1 Methodology
6.1.1 Identification of VR Experts and Recruitment. For the inter-
view study, we identified researchers and practitioners experienced
in the field of VR.We also searched for intervieweeswhowork at the
intersection of virtual reality and emotional research, and cognitive
and affective sciences. To compose a list of potential interviewees,
we looked for suitable candidates among our personal contacts. In
addition, we identified them from the scientific literature.

To recruit participants, we emailed the candidates with a brief
introduction to our study and an invitation to participate in an
interview session. 13 candidates responded, with whom we then
scheduled a 60-minute online meeting.

6.1.2 Interview Structure. We designed a semi-structured interview.
The session was divided into three phases:

(1) Understanding the research strategies of the interviewee: In
this phase, we asked researchers about their recent work and
if they considered the emotional state of the participants in
prior work. We focused on their perspectives and the factors
which are important for them when designing a user study.

(2) Introducing the EmotionEditor: We explained our work to the
researchers and showed a video clip describing the features
our tool provided. In addition, we showed a flowchart on
how the tool can be used.

(3) Assessing the EmotionEditor: In this phase we asked for their
opinion about the EmotionEditor and if they would consider
assessing or eliciting certain emotions to their study partici-
pants. We also sought feedback about the existing features
available in our editor as well as suggestions about additional
features that could be implemented to enhance the tool.

To make efficient use of the interviewees’ time we prepared for
the interviews beforehand. As part of the preparation, we went
through all participants’ research profiles and publication lists. By
making ourselves familiar with the work of the participants, we
were able to ask more specific questions about how their work could
have been improved/be supported by our work. This facilitated
detailed discussions relevant to their field of work. Apart from
a set of predefined questions, we allowed further discussion and
feedback based on how the interviews progressed.
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Figure 5: Box plots for an n = 30 sample from the three SAM tests separated by each selection. The whiskers of the box plots
extend no further than 1.5 x IQR from each edge of the box.

6.1.3 Procedure. We recruited participants (N=13) for interview
sessions through personal invitations. Interviews were conducted
via the video conferencing platform Zoom. At the beginning of
the interview, participants gave their consent to store data and
record the video session. Before starting the actual interview, we
provided a link to an online questionnaire to gather demographic
data including age, gender, and experience with VR. Furthermore,
we asked them to rate their expertise in the field of VR research.
Then, we commenced the interview as explained previously. Each
interview session lasted on average 30 minutes. An overview of
their research profiles is provided in Table 1.

6.1.4 Data Analysis. We conducted a thorough qualitative analysis
of the feedback obtained. We used thematic content analysis as
a method. As a first step, we transcribed the audio files from the
interview sessions. We open-coded the transcribed files which were
grouped into keywords and then eventually refined into themes.

Table 1: Participant demographics (area of expertise, profes-
sion, self-rated VR expertise, number of years in research).

G
en
de
r Male 9

Female 4

Pr
of
es
si
on PhD Candidate 5

HCI Researchers 6
Engineer 2

A
re
a
of

Ex
pe
rt
is
e Usable Security 1

Tangible Interaction in
XR

1

Multimodal Interaction
in XR

2

Human-Computer Inter-
action

2

Emotions, Virtual Reality,
Psychology

2

Machine Learning and
HCI

1

Development in VR 4

Ex
pe
rt
is
e Expert 8

Competent 4
Limited 1
None 0

#
Ye
ar
s
in

Re
se
ar
ch 11 years 1

10 years 1
9 years 1
8 years 2
5 years 3
4 years 2
Less than 4 years 3
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6.2 Results
In this section, we describe the results obtained through the con-
ducted interview sessions. We conducted a thematic content analy-
sis, resulting in the themes described below.

6.2.1 Importance of Considering Emotions in User Studies. All in-
terviewees recognized the importance of considering emotions in
users studies and similarly gave importance to environment design
and how comfortable participants are.

When asked if they think emotions can affect the outcome of
the study, most answered that they believe emotions can play a
role in the outcome of the study. One interviewee (I074) stated,
"Yeah, I think it could have an effect. And that’s probably something
that should be taken into consideration when analyzing the results.
But we don’t really have any good models on how to do that at the
moment. But I think that’s definitely something that could affect the
results". In addition, another interviewee (P05) stated, "it’s very
relevant, especially if you have a manipulation. So you assume your
participants to be equal in the two or more conditions regarding
their emotions, but sometimes it’s not so. So it’s better to check it
always before starting the study, and also to control for other potential
intervening variables besides emotions".

Although most interviewees reported that they do not explicitly
measure emotions in their studies, they do take into account the
well-being of participants. For example, they ask participants to
stop the experiment if they feel unwell. Most make an effort to
ensure that participants feel relaxed, though they do not officially
term it "emotion regulation". Researchers try to make the physical
study room or location pleasant for participants and also make an
effort to ensure that participants are not stressed. For example, one
interviewee (I09) stated, " In general, you want that the participants
feel well, that they don’t feel stressed. Of course, take care if they
feel sick, or if they feel insecure". All interviewees strongly believe a
good relationship between the participant and the experimenter to
be vital for a valid study outcome.

All interviewees agreed that the VR environment is important,
as is monitoring how participants feel. They also agreed that anger
and other emotions can affect our cognitive states, which in turn
may affect the performance of participants. Based on the answers of
the interviewees and the effort they put in to ensure all participants
are relaxed before starting a study, it seems that most researchers
take into account the subtle effects of emotions to some extent.

6.2.2 Pre-requisite to using EmotionEditor. We asked researchers
if they would consider the emotions of the participants for their
future studies. Most interviewees were not aware of prior literature
regarding emotions. For example, one interviewee (I02) stated, "It
would help if there is previous data that really suggests that the
emotional state actually affects performance. If that’s the case, then I
would certainly consider this data, but I would really have to know
previous studies or research that actually shows what type of data on
what type of performance so emotional state actually has an effect".

A few of the interviewees were actively involved in emotional
research and therefore most interviewees needed an explanation of
how the literature is scattered across many different sources and
there has been no attempt to combine them. Interviewees agreed
that combining the scattered literature would be useful.

6.2.3 Why is the EmotionEditor Beneficial? All participants be-
lieved that our editor is beneficial and can facilitate conducting
a user study. We asked participants to elaborate on reasons why
they like our tool and would be willing to use it for their research
purposes. The factors which appealed to them the most were:
Saving Time. Building 3D environments and implementing the
required functionality is time-consuming. With the EmotionEditor,
things like questionnaires, and emotion elicitation and assessment,
are readily available. Saving time in the implementation phase is
highly desirable and we find this to be a priority for researchers.
Data Export. Many participants stated that being able to export
data is highly desirable. Several factors play a role here. Firstly, un-
certain times such as the COVID-19 pandemic has initiated a need
to conduct remote studies more frequently, and having the option
to export data online is especially handy in these instances. This
feature also helps colleagues to collaborate when geographically
separated. One participant mentioned that in many cases they do
not require heavy analysis using software like R or SPSS. (I04 stated,
"It will be extremely cool because sometimes it happens that you have
this software or files that adopts different formats, so it’s always a
mess, but having it online instead would be perfect" ). In such cases,
it is highly desirable to have the data exported as a spreadsheet
which can allow a really quick analysis of the data for overviews.
Many factors affect how data is to be analyzed. A few researchers
admitted to prefer having data exported only in the local machine,
especially in instances where the data is sensitive, such as medical
data. However, having data available online to share among team
members is a highly useful feature, especially during remote col-
laboration. But in cases of remote collaboration, almost everyone
prefers to have data at a secure cloud service that complies with
the data privacy and protection laws of the geographical location.
Ability to consider emotions. Many participants mentioned that
most often researchers ignore the emotional state of the participants
and simply assume to get a good outcome. This can bias the data in
research areas where emotion may heavily determine the actions
of the users. Most of them believe that balancing out everyone’s
emotional state would be highly useful before starting any user
study. Our tool would ensure that researchers are aware of how
participants feel before the start of the study. One interviewee
stated (I05), "We discovered that, to most of them "emotion" is an
important criteria. We come to this conclusion based on the effort they
take to ensure that thus we strongly believe there is a need to analyze
emotions and we also highlight here that currently no good model
exists to deal with emotional state of the participants".

6.2.4 Design Suggestions. Most participants found our tool to be
beneficial and were convinced that they would like to use the editor
in their own user studies. They provided suggestions that they
believed would enhance the prototype.
Provide emotionally neutral virtual environments. Many be-
lieve that in addition to eliciting emotions like happiness or sadness,
it would be beneficial to elicit a more "neutral" emotional state in
participants. (I07 stated, "It would be useful to get all of the partici-
pants on the same level"). This would also ensure that participants
are not too distracted by the virtual environment. We believe this
feature is likely to benefit a broad range of studies.
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Support including physiological data. Many supported the view
that in addition to SAM scale assessment, the system could integrate
physiological measurements. This wouldmean that the data is taken
implicitly without wasting time which is highly desirable for both
researchers and participants.
Fully integrated plugin. Researchers want a tool that would do
most of the work in the background and allow researchers to focus
on the research question. Many said this would be best obtained if
our prototype was available as a fully integrated plugin (for example
in Unity) which would allow a smooth transition from the emotion
assessment to the researcher’s actual study.
Enhance graphical quality. One researcher commented that
our current prototype may be suited for use by researchers or
specifically academic research. However, when research is being
conducted for industrial purposes, clients may actually need high
graphical quality environments.
Implement out-of-VR questionnaires. Though research sug-
gests that answering questionnaires in VR is beneficial [58], many
interviewees believed there should also be the option to do this out-
side of VR. This is because participants may need a break from
VR and also because filling questionnaires in VR can be time-
consuming. This could work, for example, by having the editor open
questionnaires automatically on the computer’s default browser, as
was done in one existing VR study [33].

7 DISCUSSION
Wediscuss how researchers and designersmay benefit from a design
space. We also discuss the importance of analyzing participants’
emotional states in a user study by drawing upon the feedback
obtained through our interviews. We discuss the advantages and
challenges of our proposed prototype and reflect upon feedback.

7.1 Eliciting Emotional States vs. Preserving
Emotional States

Goslin and Morie [21] argue that creating VEs using imagery and
sound will enhance the sensation within a virtual environment and
evoke an emotive response. Riva et al. [51] investigate the efficacy
of VR as an affective medium. The authors created "relaxing" and
"anxious" environments which successfully evoked anxiety and
relaxation. Therefore, prior work argues that VR is an affective
medium. However, prior work does not provide a design space to
design virtual environments to evoke a particular emotion.

In line with this, we introduced a design space that can be lever-
aged to design VEs that elicit emotions in participants. The design
space consists of five dimensions that can be manipulated in the
VE: Layout of Space, Color Themes, Sound, Decoration, and Weather
are dimensions to design for in affective virtual environments.

Prior work shows that traditional emotion elicitation methods
from the real world can also effectively elicit emotions in VR. One
may argue that if using solitary materials such as audio and video
clips can elicit emotions, one does not need to design virtual en-
vironments to fulfill the same purpose. We firmly believe that not
only is it important to elicit an emotion but one must take into
account the intensity of the elicited emotions. A comparative study
conducted by Rivu et al. [52] shows that even though elicitation

may work, it is also likely that the emotions will quickly wear off.
This can be mitigated by designing a virtual environment that does
not use only one stimulus but rather a combination of strong stimuli
to elicit emotions of higher intensity.

7.2 Benefits of the EmotionEditor
Discussions with researchers revealed that researchers to a great
extent attempt to make the study participants comfortable during
user studies. Therefore, it is important for any user study that the
participants are physically and mentally well enough to participate
and not bias the data. We have seen in prior work that at times
researchers had to drop participant data due to the participant
not doing tasks properly or because the participant left the study
mid-way due to frustration [12, 47]. We believe that emotional
assessment may prove to be helpful to avoid such instances. With
our tool, researchers would also have the opportunity to elicit a
desired emotion before starting the study.

Another reason why researchers appreciate the editor was that
with the editor a great chunk of implementation would already be
done, making it a time-efficient solution. This is beneficial to many
researchers as this allows them to focus less on implementation
and more on the study design and the research questions at hand.
Most researchers stated that having a high-fidelity environment
implemented from scratch is challenging and time-constraining
which is why most of them opt to use available plugins from asset
stores. Having a tailored environment for researchers use would be
highly beneficial to the mass community of VR researchers.

All the interviewees thought that the features our tool provides
are useful and needed. A few researchers mentioned that they typ-
ically have participants fill out questionnaires outside of VR, but
with our tool, they would be happy to make use of the in-VR ques-
tionnaire feature to ensure that participants are fully immersed.
There are cases though where out-of-VR questionnaires are war-
ranted. For example, if the study lasts for a long time, participants
might benefit from breaks where they can remove the HMD [33].

We asked interviewees how they would envision using our editor.
Several researchers would use our tool at the very beginning of their
studies to assess and elicit a desired emotion or neutral state of the
participants and then continue with their own research questions.
The rest preferred to use it throughout their studies. Our findings
show that a top priority for researchers is to avoid additional effort.
This is precisely what we did with our editor.

7.3 Ethical Considerations
Cumyn et al. discuss the importance of ethical conduct on part of
researchers [9]. The existence of institutional review boards (IRB) is
to verify the ethics of research and aid researchers to conduct their
research ethically [28, 31]. At the end of the day, the responsibility
of applying the ethical protocols rests on the researchers.

Ethics play an important role in VR research especially because
human behavior is sensitive to environmental features. The effects
of VR on the consumers’ mental health and moral standards are
still not sufficiently investigated [1, 60, 62]. Thus, we believe the
ethical concerns of using VR has moral implications on the design
of VR user studies.
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When researchers use our design space to create emotion-evoking
VEs, they must be aware of the ethical implications. Similarly, re-
searchers using our EmotionEditor must also seek approval from
their IRBs before conducting studies. We need to further explore the
ethical implications of using virtual environments that can manip-
ulate users’ emotions. Particular care must be taken when studies
are dealing with emotions that contain negative valence or arousal.

One must also consider participants’ ethical rights. When de-
signing VEs to evoke emotions, we may manipulate participants.
Should we conduct only deceptive studies when dealing with emo-
tions? If not, at which point do we disclose emotional states being
manipulated? These open questions require further exploration.

7.4 Future Work
The interviewees revealed several design options that can enhance
and enrich our current prototype. In the future, we will implement
those proposed features to offer our environment a fully integrated
plugin available for researchers. These include (1) building an en-
vironment capable of neutralizing emotions and (2) integrating
physiological data.

8 CONCLUSION
In this paper, we explored the concept of controlling and eliciting
emotions in virtual reality (VR) user studies through the displayed
virtual environment. We formulated a design space for controlling
and eliciting emotions through virtual environments based on a
literature review. We introduced EmotionEditor, a freely available
tool to help researchers conduct VR studies. The EmotionEditor
fulfills the derived requirements, including emotion elicitation, real-
time emotion assessment, and emotion regulation. Additionally,
our tool supports the design of studies by providing flexible and
customizable VEs and facilitating data collection and export.

We conducted a user study with 30 participants to evaluate the
EmotionEditor’s ability to elicit intended emotions. Results indicate
that despite no significant difference, the virtual environments gen-
erally change the self-assessment manikin dimensions. Participant
feedback resonates with the same results. Finally, we present the
results from 13 expert interviews, discussing the importance of
designing for emotions in VR studies. Experts generally agreed that
controlling and assessing emotions in VR studies is important and
believed that emotions could impact the outcomes of their studies.
Overall, they find the concept of EmotionEditor beneficial, as it
saves time when considering participants’ emotions in user studies.

ACKNOWLEDGMENTS
This work was partly supported by dtec.bw-Digitalization and Tech-
nology Research Center of the Bundeswehr (Voice of Wisdom).
dtec.bw is funded by the European Union – NextGenerationEU.

REFERENCES
[1] Frederick Aardema, Kieron O’Connor, Sophie Côté, and Annie Taillon. 2010.

Virtual reality induces dissociation and lowers sense of presence in objective
reality. Cyberpsychology, Behavior, and Social Networking 13, 4 (2010), 429–435.
https://doi.org/10.1089/cyber.2009.0164

[2] Narges Ashtari, Andrea Bunt, Joanna McGrenere, Michael Nebeling, and Par-
mit K. Chilana. 2020. Creating Augmented and Virtual Reality Applications:
Current Practices, Challenges, and Opportunities. In Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)

(CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–13.
https://doi.org/10.1145/3313831.3376722

[3] Maryam Banaei, Javad Hatami, Abbas Yazdanfar, and Klaus Gramann. 2017.
Walking through architectural spaces: the impact of interior forms on human
brain dynamics. Frontiers in human neuroscience 11 (2017), 477.

[4] Moshe Bar and Maital Neta. 2006. Humans prefer curved visual objects. Psycho-
logical science 17, 8 (2006), 645–648.

[5] Anke Berns, Salvador Reyes Sánchez, and Iván Ruiz Rube. 2020. Virtual Reality
Authoring Tools for Teachers to Create Novel and Immersive Learning Scenarios.
In Eighth International Conference on Technological Ecosystems for Enhancing
Multiculturality (Salamanca, Spain) (TEEM’20). Association for Computing Ma-
chinery, New York, NY, USA, 896–900. https://doi.org/10.1145/3434780.3436668

[6] Margaret M Bradley and Peter J Lang. 1994. Measuring emotion: the self-
assessment manikin and the semantic differential. Journal of behavior therapy
and experimental psychiatry 25, 1 (1994), 49–59.

[7] Tobias Brosch, Klaus R Scherer, Didier Maurice Grandjean, and David Sander.
2013. The impact of emotion on perception, attention, memory, and decision-
making. Swiss medical weekly 143 (2013), w13786.

[8] Alice Chirico, David B Yaden, Giuseppe Riva, and Andrea Gaggioli. 2016. The
potential of virtual reality for the investigation of awe. Frontiers in psychology 7
(2016), 1766.

[9] Annabelle Cumyn, Kathleen Ouellet, Anne-Marie Côté, Caroline Francoeur, and
Christina St-Onge. 2019. Role of researchers in the ethical conduct of research:
A discourse analysis from different stakeholder perspectives. Ethics & Behavior
29, 8 (2019), 621–636.

[10] Elise S Dan-Glauser and Klaus R Scherer. 2011. The Geneva affective picture
database (GAPED): a new 730-picture database focusing on valence and normative
significance. Behavior research methods 43, 2 (2011), 468–477.

[11] Sibel S Dazkir and Marilyn A Read. 2012. Furniture forms and their influence
on our emotional responses toward interior environments. Environment and
Behavior 44, 5 (2012), 722–732.

[12] Arindam Dey, Hao Chen, Mark Billinghurst, and Robert W. Lindeman. 2018. Ef-
fects of Manipulating Physiological Feedback in Immersive Virtual Environments.
In Proceedings of the 2018 Annual Symposium on Computer-Human Interaction in
Play (Melbourne, VIC, Australia) (CHI PLAY ’18). Association for Computing Ma-
chinery, New York, NY, USA, 101–111. https://doi.org/10.1145/3242671.3242676

[13] Nicoló Dozio, Federica Marcolin, Giulia Wally Scurati, Luca Ulrich, Francesca
Nonis, Enrico Vezzetti, Gabriele Marsocci, Alba La Rosa, and Francesco Ferrise.
2022. A design methodology for affective Virtual Reality. International Journal of
Human-Computer Studies 162 (2022), 102791. https://doi.org/10.1016/j.ijhcs.2022.
102791

[14] Andrea Dravigne, Tina MarieWaliczek, RD Lineberger, and JM Zajicek. 2008. The
effect of live plants and window views of green spaces on employee perceptions
of job satisfaction. HortScience 43, 1 (2008), 183–187.

[15] Paul Ekman. 1999. Basic emotions. Handbook of cognition and emotion 98, 45-60
(1999), 16.

[16] Andrew J Elliot. 2015. Color and psychological functioning: a review of theoretical
and empirical work. Frontiers in psychology 6 (2015), 368.

[17] Anna Felnhofer, Oswald D Kothgassner, Mareike Schmidt, Anna-Katharina Hein-
zle, Leon Beutl, Helmut Hlavacs, and Ilse Kryspin-Exner. 2015. Is virtual reality
emotionally arousing? Investigating five emotion inducing virtual park scenarios.
International journal of human-computer studies 82 (2015), 48–56.

[18] Marina Fiori, Alessandra Lintas, Sarah Mesrobian, and Alessandro EP Villa. 2013.
Effect of emotion and personality on deviation from purely rational decision-
making. In Decision making and imperfection. Springer, 129–161.

[19] William W Gaver. 1993. What in the world do we hear?: An ecological approach
to auditory event perception. Ecological psychology 5, 1 (1993), 1–29.

[20] Sandrine Gil and Ludovic Le Bigot. 2014. Seeing life through positive-tinted
glasses: color–meaning associations. PloS one 9, 8 (2014), e104291.

[21] Mike Goslin and Jacquelyn Ford Morie. 1996. Virtopia: Emotional experiences in
virtual environments. Leonardo 29, 2 (1996), 95–100.

[22] Laura Götz, Radiah Rivu, Florian Alt, Albrecht Schmidt, and Ville Mäkelä. 2022.
Real-World Methods of Autobiographical Recall in Virtual Reality. In Nordic
Human-Computer Interaction Conference (Aarhus, Denmark) (NordiCHI ’22). As-
sociation for Computing Machinery, New York, NY, USA, Article 31, 11 pages.
https://doi.org/10.1145/3546155.3546704

[23] Jeffrey Alan Gray. 1987. The psychology of fear and stress. Vol. 5. CUP Archive.
[24] Alberto Greco, Gaetano Valenza, Luca Citi, and Enzo Pasquale Scilingo. 2016.

Arousal and valence recognition of affective sounds based on electrodermal
activity. IEEE Sensors Journal 17, 3 (2016), 716–725.

[25] Rebecca Guillet and Jason Arndt. 2009. Taboo words: The effect of emotion on
memory for peripheral information. Memory & Cognition 37, 6 (2009), 866–879.

[26] Zayd Hendricks, Gary Marsden, and Edwin Blake. 2003. A Meta-Authoring Tool
for Specifying Interactions in Virtual Reality Environments. In Proceedings of the
2nd International Conference on Computer Graphics, Virtual Reality, Visualisation
and Interaction in Africa (Cape Town, South Africa) (AFRIGRAPH ’03). Association
for Computing Machinery, New York, NY, USA, 171–180. https://doi.org/10.
1145/602330.602362

https://doi.org/10.1089/cyber.2009.0164
https://doi.org/10.1145/3313831.3376722
https://doi.org/10.1145/3434780.3436668
https://doi.org/10.1145/3242671.3242676
https://doi.org/10.1016/j.ijhcs.2022.102791
https://doi.org/10.1016/j.ijhcs.2022.102791
https://doi.org/10.1145/3546155.3546704
https://doi.org/10.1145/602330.602362
https://doi.org/10.1145/602330.602362


MuC ’23, September 03–06, 2023, Rapperswil, Switzerland Radiah, Prodan, Mäkelä, Knierim, and Alt

[27] Sergi Bermudez i Badia, Luis Velez Quintero, Monica S Cameirao, Alice Chirico,
Stefano Triberti, Pietro Cipresso, and Andrea Gaggioli. 2018. Toward emotionally
adaptive virtual reality for mental health applications. IEEE journal of biomedical
and health informatics 23, 5 (2018), 1877–1887.

[28] Konrad Jamrozik. 2004. Research ethics paperwork: what is the plot we seem to
have lost? Bmj 329, 7460 (2004), 286–287.

[29] Crescent Jicol, Christopher Clarke, Emilia Tor, Rebecca M Dakin, Tom Charlie
Lancaster, Sze Tung Chang, Karin Petrini, Eamonn O’Neill, Michael J Proulx,
and Christof Lutteroth. 2023. Realism and Field of View Affect Presence in
VR but Not the Way You Think. In Proceedings of the 2023 CHI Conference on
Human Factors in Computing Systems (Hamburg, Germany) (CHI ’23). Association
for Computing Machinery, New York, NY, USA, Article 399, 17 pages. https:
//doi.org/10.1145/3544548.3581448

[30] Naz Kaya and Helen H Epps. 2004. Relationship between color and emotion: A
study of college students. College student journal 38, 3 (2004), 396–405.

[31] Patricia Keith-Spiegel, Gerald P Koocher, and Barbara Tabachnick. 2006. What sci-
entists want from their research ethics committee. Journal of Empirical Research
on Human Research Ethics 1, 1 (2006), 67–81.

[32] T Kiefer and RB Briner. 2006. Emotion at work. Developments in work and
organizational psychology: Implications for international business (2006), 185–228.

[33] Kay Köhle, Matthias Hoppe, Albrecht Schmidt, and Ville Mäkelä. 2021. Diegetic
and non-diegetic health interfaces in VR shooter games. In IFIP Conference on
Human-Computer Interaction. Springer, 3–11.

[34] Rikard Küller, Byron Mikellides, and Jan Janssens. 2009. Color, arousal, and
performance—A comparison of three experiments. Color Research & Application:
Endorsed by Inter-Society Color Council, The Colour Group (Great Britain), Cana-
dian Society for Color, Color Science Association of Japan, Dutch Society for the
Study of Color, The Swedish Colour Centre Foundation, Colour Society of Australia,
Centre Français de la Couleur 34, 2 (2009), 141–152.

[35] Joung Huem Kwon, John Powell, and Alan Chalmers. 2013. How Level of Realism
Influences Anxiety in Virtual Reality Environments for a Job Interview. Int. J.
Hum.-Comput. Stud. 71, 10 (Oct. 2013), 978–987. https://doi.org/10.1016/j.ijhcs.
2013.07.003

[36] Pontus Larsson, Daniel Västfjäll, Pierre Olsson, Mendel Kleiner, et al. 2007. When
what you hear is what you see: Presence and auditory-visual integration in virtual
environments. In Proceedings of the 10th annual international workshop on presence.
11–18.

[37] Ruby Lipson-Smith, Julie Bernhardt, Edoardo Zamuner, Leonid Churilov, Nick
Busietta, and Damian Moratti. 2020. Exploring colour in context using Virtual
Reality: Does a room change how you feel? Virtual Reality (2020), 1–15.

[38] Virginia I Lohr and Caroline H Pearson-Mims. 2000. Physical discomfort may be
reduced in the presence of interior plants. HortTechnology 10, 1 (2000), 53–58.

[39] Virginia I Lohr and Caroline H Pearson-Mims. 2006. Responses to scenes with
spreading, rounded, and conical tree forms. Environment and Behavior 38, 5
(2006), 667–688.

[40] ColinMacLeod, Lynlee Campbell, Elizabeth Rutherford, and EdwardWilson. 2004.
The causal status of anxiety-linked attentional and interpretive bias. Cognition,
emotion and psychopathology: Theoretical, empirical and clinical directions 172
(2004), 189.

[41] Kayvan Madani Nejad. 2007. Curvilinearity in architecture: Emotional effect of
curvilinear forms in interior design. Ph.D. Dissertation. Texas A&M University.

[42] Ville Mäkelä, Rivu Radiah, Saleh Alsherif, Mohamed Khamis, Chong Xiao, Lisa
Borchert, Albrecht Schmidt, and Florian Alt. 2020. Virtual Field Studies: Con-
ducting Studies on Public Displays in Virtual Reality. In Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–15.
https://doi.org/10.1145/3313831.3376796

[43] Federica Marcolin, Giulia Wally Scurati, Luca Ulrich, Francesca Nonis, Enrico
Vezzetti, Nicolò Dozio, and Francesco Ferrise. 2021. Affective Virtual Reality: How
to Design Artificial Experiences Impacting Human Emotions. IEEE Computer
Graphics and Applications 41, 6 (2021), 171–178. https://doi.org/10.1109/MCG.
2021.3115015

[44] Francis T McAndrew. 2020. The psychology, geography, and architecture of
horror: how places creep us out. Evolutionary Studies in Imaginative Culture 4, 2
(2020), 47–62.

[45] Joan Meyers-Levy and Rui Zhu. 2007. The influence of ceiling height: The effect
of priming on the type of processing that people use. Journal of consumer research
34, 2 (2007), 174–186.

[46] Michael Nebeling and Maximilian Speicher. 2018. The trouble with augmented
reality/virtual reality authoring tools. In 2018 IEEE International Symposium on
Mixed and Augmented Reality Adjunct (ISMAR-Adjunct). IEEE, 333–337.

[47] SebastianOberdörfer, DavidHeidrich, andMarc Erich Latoschik. 2019. Usability of
Gamified Knowledge Learning in VR and Desktop-3D. Association for Computing
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3290605.3300405

[48] Daniel Oberfeld and Lisa Wilms. 2015. Effects of color on emotion: Evidence
from self-report ratings and physiological measures. (2015).

[49] Vanessa Okken, Thomas Van Rompay, and Ad Pruyn. 2013. Room to move: On
spatial constraints and self-disclosure during intimate conversations. Environ-
ment and behavior 45, 6 (2013), 737–760.

[50] Frank E Ritter, Jong W Kim, Jonathan H Morgan, and Richard A Carlson. 2012.
Running behavioral studies with human participants: A practical guide. Sage
Publications.

[51] Giuseppe Riva, Fabrizia Mantovani, Claret Samantha Capideville, Alessandra
Preziosa, Francesca Morganti, Daniela Villani, Andrea Gaggioli, Cristina Botella,
and Mariano Alcañiz. 2007. Affective interactions using virtual reality: the link
between presence and emotions. Cyberpsychology & behavior 10, 1 (2007), 45–56.

[52] Radiah Rivu, Ruoyu Jiang, Ville Mäkelä, Mariam Hassib, and Florian Alt. 2021.
Emotion Elicitation Techniques in Virtual Reality. In IFIP Conference on Human-
Computer Interaction. Springer, 93–114.

[53] Robert S Rubin, David C Munz, and William H Bommer. 2005. Leading from
within: The effects of emotion recognition and personality on transformational
leadership behavior. Academy of management journal 48, 5 (2005), 845–858.

[54] James A Russell. 1980. A circumplex model of affect. Journal of personality and
social psychology 39, 6 (1980), 1161.

[55] Sally V Russell, C William Young, Kerrie L Unsworth, and Cheryl Robinson. 2017.
Bringing habits and emotions into food waste behaviour. Resources, Conservation
and Recycling 125 (2017), 107–114.

[56] Rohit Priyadarshi Sanatani. 2019. An Empirical Inquiry into the Affective Quali-
ties of Virtual Spatial Enclosures in Head Mounted Display driven VR Systems.
Virtually Real: Immersing into the Unbuilt. Proceedings of the 7th eCAADe . . . .

[57] Norbert Schwarz. 2000. Emotion, cognition, and decision making. Cognition &
Emotion 14, 4 (2000), 433–440.

[58] Valentin Schwind, Pascal Knierim, Nico Haas, and Niels Henze. 2019. Using
Presence Questionnaires in Virtual Reality. Association for Computing Machinery,
New York, NY, USA, 1–12. https://doi.org/10.1145/3290605.3300590

[59] Avishag Shemesh, Ronen Talmon, Ofer Karp, Idan Amir, Moshe Bar, and Yasha Ja-
cob Grobman. 2017. Affective response to architecture–investigating human
reaction to spaces with different geometry. Architectural Science Review 60, 2
(2017), 116–125.

[60] James S Spiegel. 2018. The ethics of virtual reality technology: social hazards
and public policy recommendations. Science and engineering ethics 24, 5 (2018),
1537–1550.

[61] Arthur E Stamps III. 2011. Effects of area, height, elongation, and color on
perceived spaciousness. Environment and Behavior 43, 2 (2011), 252–273.

[62] A. Steed, S. Frlston, M. M. Lopez, J. Drummond, Y. Pan, and D. Swapp. 2016. An
‘In the Wild’ Experiment on Presence and Embodiment using Consumer Virtual
Reality Equipment. IEEE Transactions on Visualization and Computer Graphics
22, 4 (2016), 1406–1414. https://doi.org/10.1109/TVCG.2016.2518135

[63] Jeanine K Stefanucci and Justin Storbeck. 2009. Don’t look down: Emotional
arousal elevates height perception. Journal of Experimental Psychology: General
138, 1 (2009), 131.

[64] Xuan Sun, Wenting Yang, Tao Sun, and Ya Ping Wang. 2019. Negative emotion
under haze: An investigation based on the microblog and weather records of
Tianjin, China. International journal of environmental research and public health
16, 1 (2019), 86.

[65] Roger S. Ulrich. 1984. View Through a Window May Influence Recovery from
Surgery. Science 224, 4647 (1984), 420–421. https://doi.org/10.1126/science.
6143402

[66] Nadine Wagener, Jasmin Niess, Yvonne Rogers, and Johannes Schöning. 2022.
Mood Worlds: A Virtual Environment for Autonomous Emotional Expression. In
Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems
(New Orleans, LA, USA) (CHI ’22). Association for Computing Machinery, New
York, NY, USA, Article 22, 16 pages. https://doi.org/10.1145/3491102.3501861

[67] K. Walczak and W. Cellary. 2003. X-VRML for advanced virtual reality applica-
tions. Computer 36, 3 (2003), 89–92. https://doi.org/10.1109/MC.2003.1185226

[68] Shangfei Wang and Rui Ding. 2012. A qualitative and quantitative study of color
emotion using valence-arousal. Frontiers of Computer Science 6, 4 (2012), 469–476.

[69] Angela Wright. 1995. The beginner’s guide to colour psychology. Kyle Cathie Ltd.
[70] Tong Xue, Abdallah El Ali, Tianyi Zhang, Gangyi Ding, and Pablo Cesar. 2021.

RCEA-360VR: Real-Time, Continuous Emotion Annotation in 360° VR Videos
for Collecting Precise Viewport-Dependent Ground Truth Labels. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems (Yokohama,
Japan) (CHI ’21). Association for Computing Machinery, New York, NY, USA,
Article 513, 15 pages. https://doi.org/10.1145/3411764.3445487

[71] Wanlu Yang, Kai Makita, Takashi Nakao, Noriaki Kanayama, Maro G Machizawa,
Takafumi Sasaoka, Ayako Sugata, Ryota Kobayashi, Ryosuke Hiramoto, Shigeto
Yamawaki, et al. 2018. Affective auditory stimulus database: An expanded version
of the International Affective Digitized Sounds (IADS-E). Behavior Research
Methods 50, 4 (2018), 1415–1429.

[72] Lei Zhang and Steve Oney. 2020. FlowMatic: An Immersive Authoring Tool for Cre-
ating Interactive Scenes in Virtual Reality. Association for Computing Machinery,
New York, NY, USA, 342–353. https://doi.org/10.1145/3379337.3415824

[73] Jing Zhu and Paul Thagard. 2002. Emotion and Action. Philosophical Psychology
15, 1 (2002), 19–36. https://doi.org/10.1080/09515080120109397

https://doi.org/10.1145/3544548.3581448
https://doi.org/10.1145/3544548.3581448
https://doi.org/10.1016/j.ijhcs.2013.07.003
https://doi.org/10.1016/j.ijhcs.2013.07.003
https://doi.org/10.1145/3313831.3376796
https://doi.org/10.1109/MCG.2021.3115015
https://doi.org/10.1109/MCG.2021.3115015
https://doi.org/10.1145/3290605.3300405
https://doi.org/10.1145/3290605.3300590
https://doi.org/10.1109/TVCG.2016.2518135
https://doi.org/10.1126/science.6143402
https://doi.org/10.1126/science.6143402
https://doi.org/10.1145/3491102.3501861
https://doi.org/10.1109/MC.2003.1185226
https://doi.org/10.1145/3411764.3445487
https://doi.org/10.1145/3379337.3415824
https://doi.org/10.1080/09515080120109397

	Abstract
	1 Introduction
	2 Related Work
	2.1 Effect of Emotions 
	2.2 Emotions in Virtual Reality
	2.3 Virtual Reality Authoring Tools
	2.4 Summary

	3 Design Space for Eliciting Emotions
	3.1 Approach
	3.2 Dimensions for Eliciting Emotions

	4 Emotion Editor
	4.1 System Architecture and Requirements
	4.2 Approach
	4.3 Premade Virtual Environments
	4.4 Questionnaires and Data Collection
	4.5 Application of the EmotionEditor

	5 Study I: Eliciting Emotions
	5.1 Measures
	5.2 Task
	5.3 Procedure
	5.4 Participants
	5.5 Results

	6 Study II: Evaluation of The Editor
	6.1 Methodology
	6.2 Results

	7 Discussion
	7.1 Eliciting Emotional States vs. Preserving Emotional States
	7.2 Benefits of the EmotionEditor
	7.3 Ethical Considerations
	7.4 Future Work

	8 Conclusion
	Acknowledgments
	References

