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Abstract
Most of the already existing authentication schemes are
subject to multiple types of side-channel attacks such as
shoulder surfing, smudge attacks, and thermal attacks.
Meanwhile, motion sensors and eye trackers are becoming
more accurate. We propose a novel authentication tech-
nique that leverages a combination of mid-air gestures and
gaze input for shoulder surfing resilient authentication. The
aim is to complicate shoulder surfing attacks by dividing
the attacker’s attention onto 1) the user’s eyes, 2) hand-
gestures, and 3) the screen. We report on the concept and
implementation of the approach using both random and
fixed layouts.

CCS Concepts
•Human-centered computing ! Human computer inter-
action (HCI);

Author Keywords
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ACM Classification Keywords
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(a) A user entering 2 by gazing at 6 and doing 4 by left-hand fingers,
so the entered digit is 6 - 4 = 2

(b) A user entering 6 by gazing at the digit 4 and extended 2
right-hand fingers, hence the entered digits are 4 + 2 = 6

Figure 1: Gaze Gestures Authentication using fixed and random layouts

Introduction and Related work
Many authentication schemes are being introduced to solve
the problems facing already existing systems. Many of the
commonly used authentication systems are proven to be
vulnerable to different types of side-channel attacks. For ex-
ample, alphanumeric and graphical passwords are known
to be vulnerable to shoulder surfing and video attacks [6,
11, 12]. Other forms of side-channel attacks include ther-
mal and smudge attacks, which can reveal passwords en-
tered on keyboards and touchscreens [1, 3, 10].

Previous work has shown that employing gaze [5, 9] and
gestures [2, 7] can significantly improve authentication
schemes in terms of observation resistance. Furthermore,
the combination of multiple modalities can significantly com-
plicate shoulder surfing attacks [4, 8]. An additional advan-
tage of at-a-distance interaction modalities, such as gaze or
gestures, is that they allow designing schemes that split the

shoulder surfer‘s attention to (1) the user‘s input, and (2)
the screen. For example, to shoulder surf a user‘s gaze in-
put in response to on-screen cues, the attacker would have
to observe the user‘s eye movements, in addition to the on-
screen cues [9].

In this work, we propose a novel authentication mechanism
that enhances gesture-based authentication by adding gaze
to it. We introduce the concept, implementation of 2 authen-
tication schemes:

1. GazeGestures+Random: Multimodal authentication
using hand gestures and gaze with a randomized
arrangement of on-screen digits.

2. GazeGestures: Multimodal authentication using
hand gestures and gaze with a fixed arrangement
of on-screen digits.
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In our multimodal approaches, users authenticate by gazing
at a digit on an on-screen number pad for 500 ms, then
perform a hand-gesture "extend their fingers" to indicate an
addition or subtraction operation to be applied on the gazed
at digit. For example, to enter ‘5‘ the user could gaze at ‘2‘
and extend ‘3‘ right-hand fingers, or gaze at ‘6‘ and extend
‘1‘ left-hand finger.

Concept
The multimodal approach combines both, user‘s gaze and
the performed gestures in one authentication method. This
method was introduced as a way to make gestures au-
thentication more secure. First, the user gazes at an on-
screen digit and then performs a mid-air gesture by extend-
ing a number of fingers. Using right-hand fingers results in
adding the gesture-based input to the gaze-based input,
while the left-hand fingers result in a subtraction.

Figure 1b, shows an example where to enter 6, the user
has to gaze at the digit 4 and extended 2 right-hand fingers,
hence the entered digits are 4 + 2 = 6. On the other hand,
Figure 1a, shows an example of a user gazing at 6 and do-
ing 4 by left-hand fingers, so the entered digit is 6 - 4 = 2.
This method is complicated as it needs basic math calcula-
tion in each digit entry, which will put an extra delay on the
authentication time; however, it is expected to be secure.
We refer to this system as GazeGestures. We implemented
a version of GazeGestures with a randomized on-screen
arrangement of digits and a version with a fixed one.

(a) Fixed Numbers Positions

(b) Random Numbers Positions

Figure 2: Approach‘s Layout

Implementation
The implementation is done using visual studio C# along
with Leap Motion and Tobii‘s SDKs.

Screen layout
The screen layout looks like the default numbers keypad
as seen in Figures 1b and 1a, with 10 digits from 0-9. A
pilot study took place on 3 participants to check the layout
(buttons size, distance..etc.) and the system usability. We
received 2 comments. Accordingly, a button clicked sound
is played after each digit entry. Also, the text area font has
been enlarged and placed above the keypad. This way the
user can sense the input without directly looking to the text
area, accordingly reducing the gaze input error rate. The
layouts can be seen in Figure 2.

Detecting Gaze
The gaze input is detected using Tobii 4C eye tracker with
90 frames per second. The digit is entered if the users fixed
their eyes on the same digit for 500 ms (dwell time 500 ms).
The dwell time was chosen according to a pilot study took
place on 3 participants. The participants used our tool to
authenticate by 3 different times (300, 500, 700) ms. The
participants complained about the 300 ms as it‘s fast and
700 ms as it‘s slow. Thus the 500 ms was chosen. The user
then can enter the next digit. If the user wants to enter a
duplicate digit, then he has to move his eyes away from the
digit and dwell on it again or to close his eyes and re-opens
them.

Detecting Gestures
Gestures are tracked using a Leap Motion, it detects the
hands and counts the fingers extended. The digit is entered
if the user fixed their hand above the leap motion for 1 sec
and none of their fingers orientation has changed. This con-
dition was added to eliminate the unconscious finger move-
ments entry and the faulty zero detected while changing
from one digit to another. If the user wants to enter a dupli-
cate digit, then the user has to remove their hands from the
detecting area and enter it again or to close their palm and
re-opens it. That movement was done to eliminate repeat-
ing the entered digit as long as the user is fixing their hand
above the leap motion.
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Multimodal Approach
For the multimodal digit entry, the user has to gaze on the
digit first and then do the number gesture with his hand.
The digit is not recognized and entered unless a valid num-
ber is entered by the gaze and the gestures. The Leap Mo-
tion is placed to the right of the keyboard in order to reduce
the infrared interference of the eye tracker and the Leap
Motion, also not to block the sight of the eye tracker path.

Proposed Study Design
The study design proposal suggests collecting a realistic
set of login attempts to analyze usability, as well as video
recordings to be used for evaluating the approach‘s secu-
rity against shoulder surfing. The video recording should
be captured from the back of the participant to show the
screen layout and the participant‘s gestures. In addition, an-
other video recording should be from the front to show the
users‘s eye movement to simulate attacks. Also, in addition
to the collected PINs, we will collect qualitative data from
the participants through surveys. The proposed study setup
can be seen in Figure 3.

Figure 3: Proposed Usability study
setup showing the leap motion, eye
tracker positions and user to
screen distance.

Conclusion and Future work
In this paper, we introduced a novel authentication scheme
for desktop settings as well as a proposed study design.
We discussed the concept and implementation of the pro-
posed approaches. For future work, we plan to investigate
the proposed approach‘s usability and security against
shoulder surfing attacks. In addition, we will study the ef-
fect of using fixed and random layouts on the success rate
of the attacks.
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