Gaze’N’Touch: Enhancing Text Selection on Mobile Devices Using Gaze
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Abstract  
Text selection is a frequent task we do everyday to edit, modify or delete text. Selecting a word requires not only precision but also switching between selections and typing which influences both speed and error rates. We evaluate a novel concept, extending text editing with an additional modality, that is gaze. We present a user study (N=16) where we explore how the novel concepts, referred to as GazeButton, can improve text selection and compare it to touch-based selection. We also tested the effect of text size on the selection techniques by comparing two different text sizes. Results show that gaze-based selection was faster with larger text size, although not statistically significant. Qualitative feedback show a preference for gaze over touch, motivating a new direction of gaze usage in text editors.
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This raises new research opportunities on how gaze can potentially advance touch interaction in mobile user interfaces. We investigate how gaze can support text selection on touch devices.

Text selection is a frequent mobile activity. When reading, we often mark a text for annotation, to look up words in the web, or to copy it to another application. Surprisingly, such a frequent and simple task is yet cumbersome to perform. This can be attributed to the fat finger problem [4]. The low resolution of fingers and the occlusion of content make it difficult to precisely select a text area. Current mobile interfaces use designated UI widgets, as anchors that users drag to the start and end position of the text. This however complicates the UI, and divides a unified task into multiple substeps. In most instances, the interaction includes at least three steps: 1) Hold your finger on text to activate the selection mode, 2) drag the 1st anchor to the start position, and 3) drag the 2nd anchor to the end position.

We investigate the Gaze’N’Touch interaction technique for text selection. The technique is complementary, as users can employ it in addition to the typical direct touch interactions in a simpler way. Figure 1 illustrates the interaction. The user looks at the text from the start to the end position of the text to be marked. To clarify what is the start and end, the user press a button at the start (b) and releases it when looking at the end (d).

Gaze and touch provides interaction benefits for touch surfaces [10, 18]. We believe it can be particularly useful for mobile text selection. At any time users can utilise this method to quickly select text by a glance. Gaze’N’Touch is similar to drag and drop of WIMP (Windows, Icons, Menus, Pointers) interfaces, where users can efficiently select text in a single mouse movement. Here users perform eye movement as they would naturally do for marking text.

We present a user study that compares Gaze’N’Touch to baseline touch for a text selection task. As eye-trackers are not accurate enough on mobile phones yet, we use a setup with a larger device (tablet) and easier task environment (increased text font). Mainly this compromise allows us to gain first insights into the user performance and experience of such an interface, but there are also other benefits. Such a setup furthers the understanding of gaze interaction on tablets, as well as provides insights into assistive use cases when the hands cannot be engaged as usual and for vision impaired users that use a larger font by default.

The study uses a counterbalanced design with two technique × two font size conditions with 16 users. Overall the study showed that the technique indeed has potential, as all users easily adopted using the technique. Results indicate that for larger text, users are indeed faster with Gaze’N’Touch (although not statistically significant). We also find 82% of users preferred Gaze’N’Touch selection over the baseline approach. These are promising findings and indicate how Gaze’N’Touch can improve mobile text selection.

**Related Work**

While touch based text selection provides many advantages, challenges such as the fat finger problem, one-handed reach, or occlusion through the use of direct finger input remain [7, 9, 16, 19, 21]. For example to allow one-handed use on the full screen with ease, indirect methods such as Bezel Swipe were introduced by Roth et al. [14]. The authors used the Bezel idea which is a swipe gesture made from the first line to the last line of a text area to be selected. However, the method would not allow the user to select a smaller text portion from a paragraph, and in addition it was not formally evaluated for user performance. Nonetheless, using alternative modalities.
rather than touch showed promising results. Pen and haptic feedback, grip detection, or pressure based touch can be used to account for out of reach targets [3, 6, 7, 12].

Gaze input has been extensively studied in HCI [5]. Gaze can be faster than manual input devices [15]. However, for a more intuitive interaction, it has been argued that gaze can be overloading the visual senses, therefore, the combination of gaze and manual input is key to gaze-enabled interfaces [22] and to avoid the Midas Touch problem [5]. Zhai et al. introduced MAGIC [22], a gaze-enhanced cursor pointing where the mouse cursor moves close to the gaze position to reduce major pointing overhead. Researchers also explored gaze with touch input, initially for interaction with remote [18] and transfer between devices [20].

Figure 2: Example showing big text size with text to be selected in red color.

Pfeuffer et al. propose gaze and touch interaction on the same interface [10], showing how gaze can provide new types of touch gestures avoiding touch occlusion and precision issues and enabling whole-display reachability. They also applied this concept to tablets [11]. They evaluated the method in a task for app selection on a homescreeen interface. The results show that gaze and touch was slower, however most users preferred the method because of less physical effort. Similar work using gaze has been done by Sindhwani et al. [17]. Our work extends their work, focusing on the special but common use case of text selection. Rivu et al. [13] presents a novel concept called Gaze Button enabling users to perform selection using gaze. In this work, we evaluate this concept through a user study in a text editing application.

Evaluation
The goal of the evaluation is to gather insights into Gaze’N’Touch feasibility for which we compare it to its touch only variant.

Task
The task is to select a part of the text displayed on the screen. The target text is marked by a red font. When users select text during the task, its background is highlighted green. We created the selection paragraphs using 500 phrases from MacKenzie and Soukoreff with least possible redundancy [8]. To ensure approximately the same visual amount of text for all conditions, phrases are grouped and the text to be selected is counterbalanced. We combined two phrases with large text size conditions and eight for those with small text. The target text that has to be marked is randomly chosen. Only words have to be selected. The interface is shown in Figure 2.

Study Design
We use a within subject design with repeated measures to minimize learning effects. Touch-based selection for our study has been implemented to imitate the feature available in common devices. We therefore use a dwell time of 400 ms for anchors to appear, which can be dragged by the participant to change the selection area. For every repetition, the participant selects a coherent area of the displayed text that is selected randomly with red font colour as an indication. After each selection is marked correctly, the next repetition starts automatically. To investigate the influence of font size on both types of selection tasks, we used two sizes (“large text size” and “small text size”). Selection techniques and font sizes were the independent variables in our experiment. The study conditions are:

- Technique: Gaze’N’Touch, touch anchors
- Text size: small, large

Apparatus
The application software was implemented using Java with Processing on a Surface Pro 3 tablet (i3 core with 1.5 GHz and a 4 GB RAM). To record gaze data, a Tobii 4C eye...
tracker (90 Hz) has been used, placed at the bottom of the tablet’s screen. We use a moving average over the last four gaze samples, to ease gaze selections in addition to the smoothing that comes with the Tobii’s software by default. Text size has been set as one-tenth of the screen size. The experimental setup is shown in Figure 3.

Participants
16 people (8 male) aged 17 to 52 years participated in the user study. 3 participants wore glasses and 3 participants used contact lenses and 14 participants were right-handed. 13 participants stated to have experience with touch interaction (at least 4 on a scale of 1=no experience at all through 5=strong experience) and 13 participants stated to have no or very little experience with eye gaze interaction (2 or less on a scale of 1 through 5).

Study Procedure
Initially, each participant was explained the purpose of the study, then they completed the demographics questionnaire. After participants sat in front of the tablet in a relaxed position, the eye tracker was calibrated with respect to their eyes. After calibration, they first had 5 text selections with instructions to learn the task. Then, users conducted 50 text selections per condition with voluntary breaks after every 10 repetitions where participants were informed about their progress. At last, users filled out a questionnaire for evaluation of the tasks after the study has been completed.

An example picture for each task is shown in Figure 4. After the participant finished all four tasks they filled out a final questionnaire in which they ordered the four tasks by preference and provided justification for their decision.

Results
Task Completion Time
We conducted a repeated measures ANOVA to examine how font size and interaction technique influence the average time needed per repetition/text selection in the study. Figure 6 shows the task completion time results.

For interaction techniques there were no statistically significant differences at $F(1,13) = .645$ and $p = .436$. For font size significant differences have been found at $F(1,13) = 24.520$ and $p < .001$. As expected with larger font size participants were significantly faster. Between the effects of interaction technique and font size there was a statistically significant interaction at $F(1,13) = 10.068$ and $p = .007$. Because of this significant interaction pairwise post-hoc comparisons with Bonferroni corrections have been conducted and led to the following results:

1. In the selection tasks with small font size, participants were significantly faster with touch selection than with gaze selection ($p = .045$).
2. In the selection tasks with large font size, there was no significant difference between the interaction techniques ($p = .087$).
3. In the gaze selection tasks, participants were significantly faster with the large text font ($p = .001$).
4. In the touch selection tasks, participants were significantly faster with the small text font ($p = .038$), whereby this effect was less pronounced than in gaze selection tasks.

Questionnaires and Feedback
Participants filled out a performance questionnaire for each of the four tasks in which they rated learnability, ease, physical effort, eye tiredness, precision and speed they experienced (on a scale of 1= very low to 5=very high). The results are shown in Figure 5.
Figure 5: Likert scale results

Figure 6: Mean task completion times

Figure 7: Frequency of most preferred conditions

Figure 7 shows the number of times every condition has been ranked between 1 (best) and 4 (worst) by participants. While the gaze selection task with large text is favoured over all other tasks by 10/16 participants, the gaze selection task with small text has been placed on every of the four ranks exactly the same amount of times. Furthermore, the gaze selection task with large text is the only one that has never been placed on rank 4 and the touch selection task with small text is the only one that has never been placed on rank 1. Overall, the ranking shows that participants prefer gaze selection with large font size.

A non-parametric Friedman test for the Likert questions showed statistical significance for precision $\chi^2(3) = 12.03$, $p = 0.007$ between Gaze Large text (Mean = 3.69, SD = 0.07), Gaze Small text (mean = 3.31, SD = 0.06), Touch Large text (mean = 4.12, SD = 0.50) and Touch Small text (mean = 3.93, SD = 0.77). In addition, it also showed statistical significant in the eye tiredness responses with $\chi^2(3) = 18.52$, $p < 0.005$ and physical effort $\chi^2(3) = 13.07$, $p < 0.005$. No other statistically significant differences were found for ease of use, speed and learnability.

Discussion

The user study has showed the potential to use gaze to make text selection easier, but yet with reservations about eye tracking accuracy. In the large text condition, gaze showed a 13% higher performance although not statistically significant. Users prefer gaze selection over touch selection with large text size. One likely possibility of this preference is due to the physical ease and comfort obtained using gaze selection with large text.

Nonetheless, in the small font condition, users were faster with the touch technique. This can be accounted to the prevalent gaze inaccuracy that we believe can be improved in future devices. Although most users preferred gaze, users reported the need to improve gaze estimation precision. Notably, participants had little training compared to touch input. Hence, gaze selection performance may improve in terms of speed once users are used to the technique.

The qualitative measures allow to better understand the reasons for user preference and performance. In particular for perceived effort, we find there is an interesting trade-off between manual and eye interaction effort. With gaze, eye tiredness was perceived as significantly higher, indicating that aiming with the eyes may have a toll. On the other hand, with touch the physical effort was reported as higher. Most users preferred gaze interaction, which indicates that physical effort may be more important to the user in the evaluated task.

Conclusion

Prior research attempted to extend conventional touch interactions with progressive gaze-based interactions. We analysed one such concept through a user study to discern acceptability and performance. To do so, we developed a
text editing app and compared the new gaze-based text selection to the conventional touch selection technique, showing promising results. In future, we aim to evaluate how users perform under different task conditions during movement. Furthermore, we plan to explore how the new techniques might be adapted to smart phones where the screen is very small and text interaction is especially cumbersome. Our contribution is valuable for researchers exploring gaze-based interaction techniques on mobile devices.
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