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#### Abstract

This paper presents a new approach to the compact symbolic representation of stochastic transition systems. We introduce Decision Node BDDs, a novel stochastic extension of BDDs which preserves the strucure and properties of purely functional BDDs. It is shown how parallel composition of stochastic transition systems can be performed on the basis of this new data structure. Furthermore, we discuss state space reduction by Markovian bisimulation, also based on symbolic techniques.


## 1 Introduction

In many areas of system design and analysis, there is the problem of generating, manipulating and analysing large labelled transition systems (LTS), i.e. transition systems with a large number of states and a large number of transitions. Such transition systems are often very difficult (or even impossible) to handle in practice, due to memory limitations.

In this paper, the focus is on stochastic LTSs, where each transition is associated with a stochastic delay. Such stochastic LTSs (SLTS) occur during performance evaluation and performability analysis of distributed systems. For example, stochastic LTSs are generated during the analysis of stochastic process algebra (SPA) models, by applying semantic rules to SPA specifications. Under certain conditions, disregarding part of their information contents, SLTSs can be interpreted as Markov chains, rendering them amenable to numeric analysis methods.

We propose a novel approach to SLTS representation and manipulation which is based

[^0]on symbolic techniques. Our work has been motivated by the fact that, in recent years, the problem of large LTS analysis has been very successfully approached by using symbolic representations, in particular binary decision diagrams (BDD). Most of this work took place in the context of formal verification and model checking, i.e. it deals exclusively with functional behaviour, see e.g. [5, 8, 10]. This experience showed that symbolic representations make it possible to handle larger state spaces than traditional methods.

The success of symbolic techniques for functional analysis induced us to experiment with BDD-based representations of stochastic LTS. Representation of non-functional information in a symbolic form is possible [6], but representation of stochastic LTS has not got much consideration in the past. Among the few publications in this line are [14] and [9].

The contribution of this paper is as follows: A novel data structure, DNBDD, is introduced, which can capture not only functional, but also temporal (stochastic) information. This data structure is tailored for SLTS, it allows a very compact representation. It is shown that known algorithms for BDDs can be adapted and enhanced for the new data structure. Furthermore, we describe a minimisation algorithm for stochastic LTS which is based on the concept of Markovian bisimulation and works entirely on the new data structure. The paper shows the feasability and the advantages of the new method. We also briefly discuss the practical implementation of our concepts in the form of a prototype tool.

In a previous publication we had informally described the basic idea and given an intuitive overview of DNBDDs [27].

## 2 Process algebras and transition systems

### 2.1 Stochastic process algebras

Process algebras are languages for specifying the behaviour of concurrent processes [20, 23]. In recent years, process algebras have enjoyed increasing popularity. In particular, they have been extended in order to describe not only functional, but also temporal properities of processes. For the purpose of performance and dependability analysis, stochastic concepts have been incorporated, leading to stochastic process algebras (SPA).

We briefly introduce a simple SPA, which is defined by the following grammar:

The non-terminal symbol $P$ represents a process. The symbol $a \in A c t$ is an action with its associated rate $\lambda$. The rate is interpreted as the parameter of an exponential
distribution. Thus, the stochastic delay after which an action takes place is specified through a rate parameter. 0 denotes a stopped process. $X \in V a r$ is a process variable. The operators for prefixing, choice, parallel composition, recursion and hiding have the usual meaning (cf., e.g. [16, 13]). $S \subseteq$ Act is the set of synchronising actions for parallel composition of two processes. $L \subseteq$ Act is the set of actions which are hidden from the environment.

During the analysis of a process algebra description, the application of semantic rules leads to labelled transition systems. In case of stochastic process algebras, stochastic labelled transition systems are generated. When modelling a real-life system, it is often the case that the transition systems generated from the SPA description become very large. They may become even intractable due to memory and CPU limitations. This well-known state space explosion problem has been addressed in the past by many researchers (some of our own work on state space reduction can be found in $[25,26])$. In the present paper we investigate a new symbolic approach to the storing and manipulating of large stochastic transition systems.

### 2.2 Stochastic Transition Systems

Informally, a transition system consists of states and transitions between states. The transitions are labelled with symbols from a set $L$ which usually correspond to the set of actions Act. In case of stochastic transition systems, each transition has as a second attribute a real number, the rate of the transition. A SLTS can be graphically interpreted as a directed graph (potentially with a distinguished initial node) whose edges are labelled with tuples from $L \times \mathbb{R}$. Fig. 1 shows an example stochastic LTS.


Figure 1: example of a stochastic labelled transition system (SLTS)
We now give a formal definition of STLS:
Def: Stochastic Labelled Transition System (SLTS)
Let $S=\left\{s_{1}, s_{2}, \ldots\right\}$ be a finite set of states, $s_{1}$ being the initial state.
Let $L=\left\{l_{1}, l_{2}, \ldots\right\}$ be a set of labels.
Let $f$ be a function

$$
f: S \times L \times S \rightarrow \mathbb{R}
$$

We call $\mathcal{T}=(S, L, f)$ a stochastic Labelled Transition System.
If $f(x, a, y)=\lambda \neq 0$ we say that there is an $a$-transition from state $x$ to state $y$ with rate $\lambda$. We write $x \xrightarrow{a, \lambda} y$. If $f(x, a, y)=0$ we say that there is no $a$-transition from $x$ to $y$.
Remark: Instead of the above function $f: S \times L \times S \rightarrow \mathbb{R}$, most definitions of SLTS use a transition relation $\rightarrow \subseteq S \times L \times \mathbb{R} \times S$, which allows multiple transitions with the same action label between a fixed pair of states. We chose the above definition in order to explicitely exclude such multiple transitions. Instead of two separate tansitions $x \xrightarrow{a, \lambda} y$ and $x \xrightarrow{a, \mu} y$, we would represent this situation by $x \xrightarrow{a, \lambda+\mu} y$.
Note that in our definition the set of states $S$ is assumed to be finite. Finiteness of the state space is a prerequisite for the symbolic encoding of states and transitions which is described in the next section.

The real-valued rates specify the time spent in a particular state, which is a random value, drawn from an exponential distribution. The mean of this distribution is given by the inverse of the sum of all rates of transitions leaving that state. For example, in fig. 1 , the mean time spent in state $s_{1}$ is $1 / \lambda$, and the mean time spent in state $s_{2}$ is $1 /(\mu+\delta)$. There is a close relation between SLTSs and continuous time Markov chains (CTMC). The CTMC corresponding to a SLTS is obtained by abstracting from the action labels. Vice versa, a SLTS can be considered a CTMC whose transitions carry additional labels taken from a set of actions.

## 3 Symbolic representation of transition systems

### 3.1 Binary Decision Diagrams

A Binary Decision Diagram (BDD) [4, 1] is a symbolic representation of a Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$. Its graphical interpretation is a rooted directed acyclic graph (DAG) with one or two (terminal) leaf nodes. The graph is essentially a collapsed binary decision tree in which isomorphic subtrees are merged and don't care nodes are skipped. As a simple example, fig. 2 (left) shows the BDD for the function $\bar{a} t+a s \bar{t}$. The function value for a given truth assignment can be determined by following the corresponding edges (one-edges drawn solid, zero-edges dashed) from the root until a terminal node is reached. In the graphical representation of a BDD, for reasons of simplicity, the terminal false node and its adjacent edges are usually omitted, see fig. 2 (right).
Next, we give a formal definition of BDD:
Def: Binary Decision Diagram
A (reduced, ordered) Binary Decision Diagram is defined by


Figure 2: BDD for $\bar{a} t+a s \bar{t}$, simplified graphical representation (right)

- a set of nodes Nodes $=\left\{n_{1}, \ldots, n_{k}\right\}=T \cup N T$, where $T(N T)$ is the set of (Non-) terminal nodes, $\mid$ Nodes $\mid \geq 1, T \subseteq\{$ false,true $\}$ (instead of $\{$ false,true $\}$ we often use $\{0,1\}$ ),
- a set of Boolean variables Vars $=\left\{v_{1}, \ldots, v_{n}\right\}$ with a fixed ordering relation " $<$ ", such that $v_{1}<\ldots<v_{n}$,
- a function var : NT $\rightarrow$ Vars,
- a function low : NT $\rightarrow$ Nodes,
- a function high : NT $\rightarrow$ Nodes,
with the following constraints:

1. $\forall x \in N T: \operatorname{low}(x) \in T \vee \operatorname{var}(\operatorname{low}(x))>\operatorname{var}(x)$
$\forall x \in N T: \operatorname{high}(x) \in T \vee \operatorname{var}(\operatorname{high}(x))>\operatorname{var}(x)$ (respect ordering relation),
2. $\forall x \in N T: \operatorname{low}(x) \neq \operatorname{high}(x)$ (no redundant (don't care) nodes),
3. $\forall x, y \in N T: \quad \operatorname{var}(x) \neq \operatorname{var}(y)$
$\vee \operatorname{low}(x) \neq \operatorname{low}(y)$
$\vee \operatorname{high}(x) \neq \operatorname{high}(y)$ (no isomorphic nodes),
4. $1 \leq|T| \leq 2$ (one or two terminal nodes),
5. $\exists x_{1}, x_{2} \in$ Nodes: $\quad$ low $^{-1}\left(x_{1}\right)=$ high $^{-1}\left(x_{1}\right)=\emptyset$

$$
\wedge \operatorname{low}^{-1}\left(x_{2}\right)=\operatorname{high}^{-1}\left(x_{2}\right)=\emptyset
$$

(only one node without predecessor, i.e. only one root node).
A BDD unambiguously defines a Boolean function. The definition is based on the so-called Shannon expansion which states that

$$
f\left(v_{1}, \ldots, v_{n}\right)=v_{1} \cdot f\left(1, v_{2}, \ldots, v_{n}\right)+\overline{v_{1}} \cdot f\left(0, v_{2}, \ldots, v_{n}\right)
$$

Def: Boolean function Bool(x)
The Boolean function Bool $(x)$ represented by a BDD-node $x \in$ Nodes is recursively defined as follows:

- if $x \in T$ then $\operatorname{Bool}(x)=x$, i.e. either true or false,
- else (if $x \in N T) \operatorname{Bool}(x)=\overline{\operatorname{var}(x)} \cdot \operatorname{Bool}(\operatorname{low}(x))+\operatorname{var}(x) \cdot \operatorname{Bool}(\operatorname{high}(x))$.

For convenience, we define the following function:
Def: Boolean result value Bool_res $\left(b_{m}, \ldots, b_{n}\right)$
Let $b_{m}, \ldots, b_{n}\left(1 \leq m \leq n, b_{i} \in\{\right.$ true, false $\left.\}\right)$ be a fixed assignment to the Boolean variables $v_{m}, \ldots, v_{n}$. Let $x \in N T$ and $\operatorname{var}(x)=v_{m}$. The Boolean result value of the function represented by node $x$ under this assignment is
$\operatorname{Bool} l_{-} r e s\left(b_{m}, \ldots, b_{n}\right)=\left.\operatorname{Bool}(x)\right|_{v_{m}=b_{m}, \ldots, v_{n}=b_{n}}$.
Most times one is interested in the case $m=1$, i.e. the case in which $x$ corresponds to the BDD root.
It is known, that BDDs provide a canonical representation for Boolean functions, i.e. a given Boolean function has a unique BDD representation (assuming a fixed ordering of the Boolean variables) [4]. For this reason, some computationally hard problems (e.g. satisfyability, test-for-tautology, equivalence) can be solved in constant or linear time, once the BDD representation of the Boolean functions involved is known [1].
Algorithms for BDD construction from a Boolean expression basically follow a recursive scheme according to the above Shannon expansion. Thus they are inherently slow. The same can be said about algorithms for the Boolean operations (and, or, not) on BDD arguments. It should be noted that, given a Boolean function, the size of the resulting BDD is highly dependent on the chosen variable ordering.

### 3.2 Symbolic representation of LTS

We first define, how elements from finite sets (e.g. set of actions, set of states), are represented as Boolean vectors.
Def: Encoding
An encoding of a finite set $S=\left\{s_{1}, \ldots, s_{n}\right\}$ is a mapping $S \rightarrow\{0,1\}^{\left.\log _{2} n\right\rceil}$. For $x \in S$, we write $\operatorname{enc}(x)=\left(b_{1}, \ldots, b_{\left\lceil\log _{2} n\right\rceil}\right)$, i.e. enc $(x)$ is a Boolean vector of length $\left\lceil\log _{2} n\right\rceil$.
The next definition states the way of how to represent LTSs by BDDs.
Def: Symbolic Representation of a LTS by a BDD
Let $\mathcal{T}=(S, L, f)$ be a SLTS. For the moment, let us abstract from the rate value of the transition, i.e. let us regard $f$ not as a real-valued function but as a Boolean-valued function $f: S \times L \times S \rightarrow\{0,1\}$ (each non-null rate corresponds to true).

Let $\mathcal{B}=($ Nodes, Vars, var, low, high $)$ be a BDD.
We say that $\mathcal{B}$ is a symbolic representation of $\mathcal{T}$ iff

$$
\begin{array}{ll} 
& x \xrightarrow{a} y \\
\Leftrightarrow & \text { Bool_res }(\operatorname{Enc}(x \xrightarrow{a} y))=\operatorname{true} \\
\Leftrightarrow & \text { Bool_res }(\text { enc }(a), \operatorname{enc}(x), \text { enc }(y))=\text { true }
\end{array}
$$

Note that we introduced the function Enc to denote the encoding of the whole of a transition of the LTS, comprising the action label, the source and the target state.
Remark: Naturally, we wish to consider "good" variable orderings to achieve "small" BDDs. Let the action label, the source and the target state be encoded by Boolean variables $a_{1}, \ldots, a_{n_{a}}, s_{1}, \ldots, s_{n_{s}}$, and $t_{1}, \ldots, t_{n_{s}}$, respectively. Experience has shown that the resulting BDD is small if the ordering of Boolean variables is chosen in the following way [1]:

$$
a_{1}<\ldots<a_{n_{a}}<s_{1}<t_{1}<s_{2}<t_{2}<\ldots<s_{n_{s}}<t_{n_{s}}
$$

i.e. the variables encoding the action come first, followed by the variables for source and target state interleaved. In particular, this ordering is advantageous in view of the parallel composition operator discussed below (see sec. 4.1).
Fig. 3 shows a LTS, the way transitions are encoded and the corresponding BDD.


Figure 3: LTS, transition encoding and corresponding BDD
The algorithm for constructing the BDD representation from a given SLTS works as follows: Transitions from the SLTS are processed one by one, each transition being "encoded" in a simple BDD which is subsequently combined by a Boolean "or" operation with the BDD representing all the previously processed transitions. The algorithm can be sketched like this:

$$
\begin{aligned}
& T:=\text { false } \\
& \text { for each transition } x \xrightarrow[\rightarrow]{a} y \text { of the LTS } \\
& \quad \text { Newtrans }:=\operatorname{Enc}(x \xrightarrow[\rightarrow]{a} y) \\
& \quad T:=T \vee \text { Newtrans }
\end{aligned}
$$

On the first line, the BDD to be constructed, $T$, is initialised as false. i.e. it does not represent any transition. On the third line, one transition of the SLTS is encoded in BDD Newtrans $:=\operatorname{Enc}(x \xrightarrow{a} y)$, which has only a single path from the root to the terminal true node, corresponding to action label $a$ and source and target states $x$ and $y$. On the last line, the "or" between the previous result and the new transition is computed.

## 4 New data structure: Decision Node BDD

In the previous section we explained the basic idea of representing LTSs symbolically with the help of BDDs. However, we did not specify how to incorporate the rate information into the symbolic representation. Clearly, pure BDDs do not offer any mechanism for representing numerical information.

The basic questions for which we have to find an answer are: How can we map each Boolean assignment $\left(b_{1}, \ldots, b_{n}\right)$ to a real number, and how can this information be incorporated into the BDD , possibly without changing the basic BDD -structure? In other words, BDDs should be extended in order to represent functions of the type $f:\{0,1\}^{n} \rightarrow\{0,1\} \times \mathbb{R}$. This section explains a new concept to achieve this goal.
We start with the definition of path:

## Def: Path

A path through a BDD is a vector of nodes $\left(x_{1}, \ldots, x_{k}\right), 1 \leq k \leq n+1$, where $x_{i} \in$ Nodes, $x_{1}$ is the BDD root node and $x_{k} \in T$ ( $x_{k}$ is a terminal node) and $\forall i$ : $x_{i+1}=\operatorname{low}\left(x_{i}\right) \vee x_{i+1}=\operatorname{high}\left(x_{i}\right)$.
A path is called a true-path iff $x_{k}=$ true, otherwise it is called a false-path.
We denote the set of all paths through a BDD by Paths.
The set of all true-paths through a BDD is denoted True-Paths.
For a given Boolean assignment $\left(b_{1}, \ldots, b_{n}\right) \in\{0,1\}^{n}$, the function $\operatorname{path}\left(b_{1}, \ldots, b_{n}\right)=$ $\left(x_{1}, \ldots, x_{k}\right)$ returns the corresponding path through the BDD.
We define the length of a path by length $\left(x_{1}, \ldots, x_{k}\right)=k$.
Remark: If a given path $\left(x_{1}, \ldots, x_{k}\right)$ has length $k=n+1$, which is the maximal possible length for a path, that path contains a node for every Boolean variable, formally $\forall 1 \leq i \leq n: \operatorname{var}\left(x_{i}\right)=v_{i}$. This means that the path corresponds to exactly one Boolean assignment $\left(b_{1}, \ldots, b_{n}\right)$. In this case, we say that the path does not contain any don't cares. If a path is of length $k<n+1$, it contains $n+1-k=d$ don't cares.

Such a path corresponds to $2^{d}$ different Boolean assignments (because for every don't care two Boolean assignments are possible).
Every Boolean assignment is mapped onto exactly one path. Several Boolean assignments (always a power of 2 ) may be mapped onto the same path, in which case the path has one or more don't cares. Therefore we assign to each path a real-valued vector, a vector of rates, also called a rate list, whose length (a power of 2 ) is determined by the number of don't cares of the path. Formally, we introduce the function rates $\left(x_{1}, \ldots, x_{k}\right)=\left(r_{1}, \ldots, r_{2^{n+1-k}}\right)$. Thus, the correspondence of Boolean assignments to rates is one to one, uniquely defined by the lexical ordering of the Boolean assigments. We illustrate this concept in fig. 4.


Figure 4: correspondence between Boolean assignments, paths and rate lists
We can now give the central definition for our new data structure. Note that the name, Decision Node BDD, will become clear from the discussion below about the practical realisation of the concept.
Def: Decision Node BDD
A Decision Node BDD (DNBDD) is a BDD extended by a function

$$
\text { rates }: \text { True-Paths } \rightarrow \mathbb{R}^{2^{n+1-k}}
$$

i.e. a real-valued vector is assigned to every true-path. The length of the vector depends on the length of the true-path ( $k=$ length (true-path) is not a global constant but depends on the individual true-path).

So far, we decided that every true-path is mapped onto a real-valued vector whose dimension is given by the number of Boolean assignments corresponding to the path. Next we must find a practical method for attaching that information to the BDD. What are the characteristics of a path? A subset of the BDD nodes, the so-called Decision Nodes play a key role in this consideration.

Def: Decision Node
A non-terminal BDD-node $x \in N T$ is called decision node iff low $(x) \neq$ false $\wedge$ $\operatorname{high}(x) \neq$ false, i.e. iff the terminal true-node can be reached via both outgoing edges of node $x$. The set of decision nodes is denoted $D N$.
Let $\left(x_{1}, \ldots, x_{k}\right) \in$ True-Paths. Let $x_{j}$ be the "last" decision node on that path, i.e. $x_{j} \in$ $D N \wedge \forall j<l \leq k: x_{l} \notin D N$. We then attach the rate-vector $\operatorname{rates}\left(x_{1}, \ldots, x_{k}\right)=$ $\left(r_{1}, \ldots, r_{2^{n+1-k}}\right)$ to the edge $\left(x_{j}, x_{j+1}\right)$. This concept is illustrated in fig. 5 (in the figure, decision nodes are drawn black). In this example, there are four Boolean assignments evaluating to true, each of which is mapped onto a rate as shown in the left part of the figure. The first two assignments are mapped onto the same path, a path which has a don't care in the Boolean variable $s$. Therefore, the corresponding rate list $(\lambda, \mu)$ has length two.

$$
\begin{array}{lll}
(a, s, t) & \rightarrow & \text { rate } \\
(0,0,1) & \rightarrow & \lambda \\
(0,1,1) & \rightarrow & \mu \\
(1,0,1) & \rightarrow & \alpha \\
(1,1,0) & \rightarrow & \beta
\end{array}
$$



Figure 5: mapping of Boolean assignments to rates and corresponding DNBDD

The practical realisation of the DNBDD concept introduced so far induces the following problem: There are situations, where several true-paths share their last decision node. This is the case if and only if there exists a decision node which can be reached from the root by more than one path. In such a case, several rate lists would be assigned to the same edge. This would result in a confusion, since it would not be clear any more which rate list corresponds to which true-path. As an example, see fig. 6 (left), where a decision node has more than one incoming edge. In order to overcome this problem, we introduce a pointer structure as illustrated in fig. 6 (right). We refer to this pointer structure as the rate tree of a DNBDD. Using rate trees in the practical realisation of DNBDDs, the mapping from true-paths to rate lists is one-to-one, as it should be.

In addition to the function Bool_res, which can remain unchanged as defined before,


Figure 6: two true-paths sharing their last decision node, DNBDD with rate tree
we now define a function Num_res, which, given a Boolean assignment, computes the numerical result.
Def: Numeric result value Num_res $\left(b_{1}, \ldots, b_{n}\right)$
Let $\left(b_{1}, \ldots, b_{n}\right)$ be a fixed assignment to the Boolean variables $v_{1}, \ldots, v_{n}$.
If Bool_res $\left(b_{1}, \ldots, b_{n}\right)=$ false then the function Num_res $\left(b_{1}, \ldots, b_{n}\right)$ is undefined.
Else let $\operatorname{path}\left(b_{1}, \ldots, b_{n}\right)=\left(x_{1}, \ldots, x_{k}\right)$ and $\operatorname{rates}\left(x_{1}, \ldots, x_{k}\right)=\left(r_{1}, \ldots, r_{2^{n+1-k}}\right)$. Then Num_res $\left(b_{1}, \ldots, b_{n}\right)=r_{i}$ where $i$ is determined unambiguously by those positions of $\left(b_{1}, \ldots, b_{n}\right)$ which correspond to don't cares. In other words, each of the $2^{n+1-k}$ Boolean assignments sharing path $\left(x_{1}, \ldots, x_{k}\right)$ corresponds to exactly one element of the rate list $\left(r_{1}, \ldots, r_{2^{n+1-k}}\right)$, and this correspondence is according to the lexicographical ordering of the Boolean assignments.
We are now able to define how to represent a SLTS by a DNBDD:
Def: Symbolic Representation of a SLTS by a DNBDD
Let $\mathcal{T}=(S, L, f)$ be a SLTS.
Let $\mathcal{B}=($ Nodes, Vars, var, low, high, rates) be a DNBDD.
We say that $\mathcal{B}$ is a symbolic representation of $\mathcal{T}$ iff

$$
\begin{array}{ll} 
& \quad x \xrightarrow{a, \lambda} y \\
\Leftrightarrow & (\text { Bool_res }(\operatorname{Enc}(x \xrightarrow{a} y))=\operatorname{true}) \wedge(\text { Num_res }(\operatorname{Enc}(x \xrightarrow{a} y))=\lambda) \\
\Leftrightarrow & (\text { Bool_res }(\operatorname{enc}(a), \operatorname{enc}(x), \operatorname{enc}(y))=\text { true }) \wedge(\text { Num_res }(\operatorname{enc}(a), \operatorname{enc}(x), \text { enc }(y))=\lambda)
\end{array}
$$

Fig. 7 shows two example SLTSs and their DNBDD representation. Note that the first example is the same as the one given in fig. 3, augmented by the rate information. In the second example, there are four different actions which are encoded in two bits ( $a_{1}$ and $a_{0}$ ). This example has a slightly more complex rate tree.




Figure 7: SLTS and corresponding DNBDD

### 4.1 Operations on DNBDD

The method of generation of a DNBDD from a given STLS is basically the same as explained earlier for the purely functional case (see sec. 3.2), i.e. transitions are processed one by one. Each transition is first translated into a very simple DNBDD which is then combined by an or-operation with the previously obtained intermediate result. Of course, the or-operation used in this procedure has to be capable of building and manipulating the rate-tree.

For DNBDDs representing LTSs which originate from stochastic process algebras, an important operation is parallel composition. The parallel composition operator of the SPA can be realised directly on the DNBDD representation of the two operand processes. Suppose we wish to perform the parallel composition of two processes, $P=A \|_{S} B$, where $S$ denotes the set of synchronising actions, i.e. those actions which both partners perform simultaneously together. We assume that the DNBDDs which correspond to processes $A$ and $B$ have already been generated and are denoted $\mathcal{A}$ and $\mathcal{B}$. The set $S$ can also be coded as a BDD , namely $\mathcal{S}$ (note that $\mathcal{S}$ is a BDD and not a DNBDD, since it does not contain any rate information). The DNBDD $\mathcal{P}$ which corresponds to the resulting process $P$ can then be written as a Boolean expression:

$$
\begin{aligned}
\mathcal{P}= & (\mathcal{A} \wedge \mathcal{S}) \wedge(\mathcal{B} \wedge \mathcal{S}) \\
& \vee\left(\mathcal{A} \wedge \overline{\mathcal{S}} \wedge S \operatorname{Stab_{B})}\right. \\
& \vee\left(\mathcal{B} \wedge \overline{\mathcal{S}} \wedge S \text { Stab } b_{A}\right)
\end{aligned}
$$

The term on the first line is for the synchronising actions in which both $A$ and $B$ participate. The term on the second (third) line is for those actions which $A(B)$ performs independently of $B(A)$ - these actions are all from the complement of $S$. The meaning of $S t a b_{A}\left(S t a b_{B}\right)$ is a BDD which expresses stability. i.e. the fact that the source state of process $A(B)$ equals its target state.

An important question is about the result rate of synchronising actions. Depending on the application, different expressions for the result rate may apply. Typical examples are the maximum, minimum, sum or product of the two partner rates. If the product of the two partner rates is chosen, the concept of compositionality is supported [19]. Using DNBDDs, the result rate will be calculated from the two partner rates during the and-operation at the center of the first line of the above equation. This and-operation is flexible enough to realise any of the above alternatives (maximum, minimum, ...), i.e. DNBDDs cover any of those cases.

The result, $\mathcal{P}$, describes all transitions which are possible in the product space of the two processes. Given a pair of initial states for $A$ and $B$, only part of the product space may be reachable due to synchronisation conditions. Reachability analysis can be performed on the DNBDD representation, restricting $\mathcal{P}$ to those transitions which originate in reachable states.

### 4.2 Symbolic minimisation of SLTS, working on DNBDD

This subsection describes how a SLTS can be minimised based on an equivalence relation defined on the set of states. The idea is to reduce the state space by representing all equivalent states by a single macro state. It is shown how such a minimisation technique can be applied to the DNBDD representation of the SLTS, i.e. the minimisation is entirely based on DNBDD operations. Symbolic minimisation based on BDDs for the
purely functional case has been described before, see e.g. [2]. To the best of our knowledge, BDD-based minimisation of stochastic LTSs, i.e. BDD-based minimisation which takes into account the stochastic rate information, is a new approach. The advantages for performance analysis are obvious: The stochastic LTSs of a complex system can be built from small components by applying the DNBDD-based parallel composition operator step by step. After every parallel composition step, the intermediate result can be minimised without leaving the DNBDD world. Thus, the use of DNBDDs quite ideally supports the concept of compositional reduction.
The equivalence relation on which we focus is known as Markovian bisimulation [19]. Informally, two states are Markov-bisimilar (members of the same equivalence class) iff from both states all equivalence classes can be reached in one step by the same actions and with the same cumulative rate (defined below). There is a strong connection between Markovian bisimulation and classical Markov chain lumpability [22].
We start by defining the notion of partition:

## Def: Partition

Let $S$ be a finite set. A family of subsets (also called "classes") $C_{i}, 1 \leq i \leq n$, with $C_{i} \subseteq S$, is called partition of $S$, iff

- $C_{i} \cap C_{j}=\emptyset$ for $i \neq j$, and
- $\bigcup_{1 \leq i \leq n}=S$

Fig. 8 illustrates how the state space $S$ is partitioned into three disjoint subsets.


Figure 8: Partitioning of state space $S$
Next, we need to define the concept of cumulative rate:

## Def: Cumulative Rate

Let $C_{1}, \ldots, C_{n}$ be a partition of the state space $S$ of a SLTS. Let $x \in S$. The cumulative rate of action $a$ from state $x$ to class $i$ is defined as

$$
\Lambda(x, a, i)=\sum_{\substack{a, \lambda \\ x^{\rightarrow} y, y \in C_{i}}} \lambda
$$

For example, in fig. $8, \Lambda\left(x_{1}, a, 2\right)=\lambda$ and $\Lambda\left(x_{2}, a, 2\right)=\mu+\delta$.
Remark: When using DNBDDs, the cumulative rate of action $a_{k}$ from state $x$ to class $i$ can be easily computed in the following way. Let $T(a, s, t)$ be the DNBDD representing a SLTS ( $a, s$ and $t$ are vectors of Boolean variables). For convenience, $T$ is usually broken up into individual DNBDDs $T_{a_{k}}(s, t)$, one for every action $a_{k}$ :

$$
T_{a_{k}}(s, t)=\left(T(a, s, t) \wedge\left(a=a_{k}\right)\right)
$$

In order to obtain a DNBDD which represents all transitions from state $x$ to states from class $i$ we restrict $T_{a_{k}}(s, t)$ to the single source state $x$ and to target states from class $i$ (class $i$ is represented by a $\left.\mathrm{BDD} C_{i}(t)\right)$ :

$$
T_{x \rightarrow C_{i}}(s, t)=\left(T_{a_{k}}(s, t) \wedge(s=x) \wedge C_{i}(t)\right)
$$

The cumulative rate is then computed by applying the function soar (sum of all rates) to $T_{x \rightarrow a_{k}}(s, t)$. This function simply sums up all the entries in the rate tree of a DNBDD.
We can now give the formal definition of Markovian bisimulation.
Def: Markovian Bisimulation
Let $C_{1}, \ldots, C_{n}$ be a partition of the state space $S$ of a SLTS. Let $\stackrel{M}{\sim}$ be the equivalence relation corresponding to this partition. $\stackrel{M}{\sim}$ is called a Markov Bisimulation iff

$$
\forall x_{1}, x_{2} \in S: x_{1} \stackrel{M}{\sim} x_{2} \Rightarrow \forall a: \forall C_{i}: \Lambda\left(x_{1}, a, i\right)=\Lambda\left(x_{2}, a, i\right)
$$

Algorithms for Markovian bisimulation traditionally follow an iterative refinement scheme [24, 11, 21]. For instance, an implementation in the context of the TIPP tool $[17,18]$ is decribed in [12]. This means that starting from an initial partition which consists of a single class (containing all states), classes are refined until the obtained partition corresponds to a Markovian bisimulation. The result thus obtained is the largest existing Markovian bisimulation, in a sense the "best" such bisimulation, since it has a minimal number of equivalence classes.

For the refinement of a partition, the notion of a "splitter" is very important. A splitter is a pair ( $a, C_{s p l}$ ), consisting of an action $a$ and a class $C_{s p l}$. During refinement, a class $C_{i}$ is split with respect to a splitter, which means that subclasses $C_{i 1}, C_{i 2}, \ldots, C_{i k}$ are
computed ( $k \geq 1$ ), such that the cumulative rate $\Lambda(x, a, s p l)$ is the same for all the states $x$ belonging to the same subclass.
In the following, a DNBDD-based bisimulation algorithm is presented, in which the transition system is represented by DNBDDs $T_{a}(s, t)$, one for each action $a$, and in which the current partition is stored as a set of BDDs, one for each class. The algorithm uses a dynamic set of splitters, denoted Splitters, which can be realised as a pointer structure. Note that here we only present a basic version of the algorithm which can be optimised in many ways [7, 15].

1. Initialisation

Partition $:=\left\{C_{1}\right\}=\{S\}$
/* the initial partition consists of only one class which contains all states */
Splitters $:=$ Act $\times C_{1}$
$/^{*}$ all pairs of actions and classes have to be considered as splitters*/
2. Main loop

```
while (Splitters }\not=\emptyset
    choose splitter (a,C (spl)
    forall Ci split (Ci,a,C (spl )
    /* all classes (including C Cspl itself) are split */
    Splitters := Splitters - (a,C (spl)
    /* the processed splitter is removed from the splitter set */
```

It remains to specify the procedure split. Its task is to split a class $C_{i}$, using the combination ( $a, C_{\text {spl }}$ ) as a splitter. Procedure split uses a data structure split_tree which is shown in fig. 9. The input class $C_{i}$ is split into subclasses $C_{i 1}, \ldots, C_{i k}$ according to the cumulative rate from a state in $C_{i}$ to class $C_{\text {spl }}$ (regarding transitions labelled with action $a$ ). The subclasses $C_{i 1}, \ldots, C_{i k}$ are represented by BDDs.

```
procedure \(\operatorname{split}\left(C_{i}, a, C_{\text {spl }}\right)\)
    forall \(s_{x} \in C_{i}\)
        \(\Lambda_{s_{x}}=\operatorname{soar}\left(T_{a}(s, t) \wedge\left(s=s_{x}\right) \wedge C_{\text {spl }}(t)\right)\)
        /* the cumulative rate from state \(s_{x}\) to \(C_{s p l}\) is computed */
        insert(split_tree, \(\left.s_{x}, \Lambda_{s_{x}}\right)\)
        \(/^{*}\) state \(s_{x}\) is inserted into the split_tree */
    if \((k>1) /^{*}\) if \(C_{i}\) has been split into \(k>1\) subclasses */
        Partition \(:=\) Partition \(\cup\left\{C_{i 1}, C_{i 2}, \ldots, C_{i k}\right\}-C_{i}\)
        Splitters \(:=\) Splitters \(\cup\left(A c t \times\left\{C_{i 1}, C_{i 2}, \ldots, C_{i k}\right\}\right)-A c t \times C_{i}\)
        \(/ *\) the partition and the splitter set are updated */
```



Figure 9: split_tree used by procedure split
Remark: In the forall loop of procedure split, the cumulative rate is computed for every state $s_{x}$ in class $C_{i}$, and state $s_{x}$ is inserted into the split_tree accordingly. If splitting has taken place, the partition must be refined and the set of splitters must be updated.

## 5 Tool

The concept of DNBDDs which we introduced in this paper has been fully realised in a tool [3], whereby the feasibility of our approach has been proved. The tool is still a prototype which is not highly optimised in terms of memory requirements and efficiency (our human resources were quite limited). Therefore, so far, the tool is not capable of handling very large state spaces. The tool is written in C and up to now only offers a rudimentary textual user interface. Its main capabilities are:

- generation of a DNBDD from a given SLTS. Currently, the tool reads SLTS files generated by the TIPP tool [17, 18], a tool for the specification and analysis of SPA models.
- parallel composition of two processes whose behaviour had been encoded into DNBDD form in previous steps. Afterwards, if the user desires, reachability analysis can be performed in order to restrict the potential behaviour of the resulting process to the states which are actually reachable.
- minimisation on the basis of Markovian bisimulation. We implemented a version of the bisimulation algorithm which uses the splitter set administration technique explained earlier (see sec. 4.2). As a result, the tool outputs the final partition of the state space and generates the DNBDD representation of the reduced transition system.
- all results computed by the tool in DNBDD form can be converted back into their SLTS representation.


## 6 Conclusion

The problem of state space explosion remains the most serious problem of analytical performance and dependability modelling. A lot of research has been done on how to best avoid or tolerate large state spaces, some of which produced very valuable results. Nevertheless it remains important to look out for new ideas which may improve the tractability of complex models. In this sense, symbolic techniques, in particular BDDs, are very promising, since they have been highly successfully used in state-space-based techniques in the area of functional analysis. It must be noted that, in the past, the symbolic approach had not received much consideration from the performance community, which seems to make it all the more important to be looked into now.

We developed DNBDDs, a new data structure which is an extension of basic BDDs, tailored to represent stochastic transition systems in a compact way. We were able to show that all the algorithms which are generally needed to build, manipulate and analyse SLTSs have a corresponding algorithm which works on the more compact DNBDD representation. Using our new technique, the advantages of the symbolic approach can be enjoyed not only while working on purely functional considerations, but also during analyses which make use of the numerical information of a SLTS. Therefore the use of DNBDDs has the potential to handle more complex stochastic performance models than before.
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