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Introduction

An interconnected global network presents increasingly daunting security challenges to governments, companies, and citizens.  The Internet was built by the United States’ Advanced Research Project Agency (ARPA, now DARPA, the Defense Advanced Research Project Agency) in part, due to the U.S. Air Force’s concern at the early stages of the Cold War about its ability to maintain command and control operations following a nuclear attack.
  Initially, the Internet was under the control of the U.S. Government and had 23 hosts linking government research centers and universities across the nation.   In 1995, the National Science Foundation unleashed the Internet and handed it over to commercial companies.  Within three decades, the Internet grew “from a Cold War concept for controlling the tattered remains of a post-nuclear society to the Information Superhighway.”

Today, there are no U.S. Government controls or geographical boundaries on the Internet.  Policies are determined by the Internet Society (ISOC) and other international bodies.  There are approximately 600 million online users
 served by 15 million hosts
 connecting nearly 200 countries.  Although the capabilities of the Internet have brought enormous economic and social benefits, they have also ushered in a host of new problems.  Negative repercussions of the Internet boom include viruses, worms, Trojan horses, network attacks, intrusions, web defacements, electronic espionage, sabotage of data, and unauthorized interceptions of communications.  

The irony is that the brainchild of the Cold War era now presents one of the most daunting challenges to national security and foreign policy.  Once again, the ability to maintain command, control, and communications (C3) capabilities is a priority issue.  The potential for asymmetrical attacks from terrorists and nation states heightens the urgency of consequence management of information infrastructure.  Recent projections indicate that by 2006 there will be 900 million to 2 billion devices on the Internet, including about 1 billion Internet-enabled mobile phones.
  Increased connectivity and Internet users around the globe compound the risks because, quite simply, there will be more sophisticated communications infrastructure and an increased pool of bad actors who can use technology to spread viruses and other forms of malware, commit fraud and economic espionage, hack into systems for a variety of purposes, conspire and communicate, launch attacks on networks and information, and commit acts of terrorism.  

Clearly, the Internet must be factored into any geo-political equation and consideration of the correlation of forces a nation or terrorist group can bring to bear.   As the online population increases and becomes more diverse and as control of the Internet becomes more attenuated, nations are experiencing a shift in geo-cyber stability and their ability to secure and control infrastructure, systems, and information.  

The authors define "geo-cyber" as the relationship between the Internet and the geography, demography, economy, and politics of a nation and its foreign policy.  "Geo-cyber stability" is defined as the ability to utilize the Internet for economic, political, and demographic benefit and to influence the policies, laws and regulations governing the Internet, while minimizing the risks and threats to economic and national security.  "Geo-cyber security" is the ability to protect the infrastructure, systems, and information of a nation from intrusion, attack, espionage, sabotage, unauthorized access or disclosure, or other forms of negative or criminal activity that could undermine its national and economic security.

The likelihood -- and importance -- of information warfare and its relevance to national defense was highlighted by the U.S. government's attacks on, and subsequent domination of, Iraq's communications networks during the Gulf War, enabling the U.S. forces to swiftly crush Iraq's well-armed forces with minimal allied losses.
  The U.S. Central Intelligence Agency and Defense Intelligence Agencies estimate at least twenty countries are developing information warfare
 strategies that target U.S. military and commercial networks
 and 100 countries are developing computer attack capabilities.
   According to Buchanan International, a Scottish company that specializes in tracking down Internet offenders, "Cyberwar is 'the third largest threat' to developed states, after chemical and bacteriological attack and nuclear weapons."
  

There is now ample evidence that terrorists have been utilizing sophisticated technologies to communicate, conspire, and plan attacks utilizing sophisticated technologies.  After September 11, the U.S. Federal Bureau of Investigation (FBI) discovered that online users, whose activity was routed through switches in Saudi Arabia, Pakistan, and Indonesia, were exploring the digital systems of emergency telephone, electrical generation and transmission, water storage and distribution, nuclear power plants, and gas facilities.
  With stricter immigration controls and increased monitoring of international movements, technology offers an attractive way to conspire and commit acts of terror from foreign lands without the need to apply for visas or set foot on the soil of the targeted country.    

There has also been plenty of cyber activity by rogue groups desiring to cause political and national security consequences.  For example, the Internet Black Tigers (reportedly affiliated with the Tamil Tigers) have engaged in attacks on foreign government web sites and e-mail servers.
  In October 2000, the FBI issued an advisory warning that, due to high activity between Palestinian and Israeli sites, U.S. Government and private sector sites could become potential targets.  Less than a month later, a group of hackers named Gforce Pakistan defaced more than 20 web sites and threatened to launch an Internet attack against AT&T.
  Other direct acts of cyberterrorism
 include attacks by pro-Israeli and pro-Palestinian hackers on their opposing side's web sites.  Pro-Palestinian hackers attacked several Israeli government sites, including those of the Knesset (parliament), Bank of Israel, the Prime Minister's Office, and the Israeli Army.
  The hackers also broke into several American-Israel Public Affairs Committee ("AIPAC") databases, including one containing credit card numbers of members, then sent e-mails to 3,500 AIPAC members boasting of their intrusion.
  Since September 11, the U.S. Government has identified 192 groups, organizations or individuals linked to terrorism.

Beyond terrorism, counterfeiting, false identification, take-over of accounts, and communications fraud can also be performed in one country and transmitted to another.  Global organized crime has been operating this way for years.
  Economic espionage by foreign competitors and nation states will certainly continue.  

All of these acts impact geo-cyber stability and security and have both national and economic security implications.  One of the best methods for maintaining geo-cyber stability and security is through consequence management of acts of disruption.  It is important this be undertaken on a national level by government, industry, and citizens, and on an international level through multinational organizations and institutions.  It is equally important that the capabilities of information and communication technologies (ICTs) be leveraged at all levels to more effectively respond to security breaches, both for prevention, detection, containment, and mitigation.

Initial Steps for Effective Consequence Management 

Many industrialized countries have taken preliminary measures to combat cybercrime, especially in the area of consequence management.   At the international level, the Group of Eight (G-8), Council of Europe (CoE), Organization for Economic Cooperation and Development (OECD), Asia Pacific Economic Cooperation (APEC), and the International Telecommunications Union (ITU) have all launched initiatives to promote international cooperation, information sharing, and the exchange of best practices, management procedures, and technical solutions.  On a national level, the U.S. Government has been very active, especially in the area of information security and critical infrastructure protection.  On a state and local level, however, security efforts remain largely “unhinged” from federal initiatives, complicating response capabilities and diluting the impact of national work. 

The core component to management of cyber consequences lies in the assessment and planning stages that precede an incident.  Effective consequence management is a “floor-up” exercise.  It must begin with the citizen, company, and community, then work up to the state or provincial level and on to the national level.  There are, of course, interdependencies between these layers, but the beginning point has to be the point of attack.  Herein lays the biggest task – and hurdle – to effective national management of acts of disruption.  No amount of international discussion or initiatives in various fora will result in adequate response capabilities without thorough planning and training at the local and state/provincial levels.  

In the U.S., confusion over the organization of the new Department of Homeland Security and lack of funding for state/local initiatives has resulted in a general lack of action at these lower levels.  The reality is that municipalities and states must create new risk management plans based on Homeland Security attack scenarios, instead of possible incidents or events.  This process must begin with a risk assessment which includes their communications infrastructure.  Raymond Decker, Director of Defense Capabilities and Management for the U.S. General Accounting Office, has spent the past five years studying the role risk management plays in combating terrorism and has produced over 60 reports and testimonies that provide valuable resources.
  Mr. Decker defines risk management as, "a systematic process to analyze threats, vulnerabilities, and the criticality (or relative importance) of assets to better support key decisions linking resources with prioritized efforts for results."
  This process is quite effective for information systems and essentially involves three levels of assessment: 

· Threat assessment - identifying and evaluating threats based upon capability, intentions, and lethality of an attack.

· Vulnerability assessment - identifying weaknesses that may be exploited, noting actions that can be taken to mitigate or eliminate those weaknesses.

· Criticality assessment - prioritizing assets and structures requiring protection, based upon the importance of their mission, the people at risk, or significance of the structure.

This process amounts to determining the “correlation of vulnerabilities” and working out consequence management plans for an adequate response, disaster recovery, and business continuity.  

On an international level, the Organization for Economic Co-operation and Development (OECD) recently released its updated Guidelines for the Security of Information Systems and Networks
 and recognizes risk assessments as one of nine complementary principles on information security:

Risk assessment identifies threats and vulnerabilities and should be sufficiently broad-based to encompass key internal and external factors, such as technology, physical and human factors, policies and third-party services with security implications.  Risk assessment will allow determination of the acceptable level of risk of potential harm to information systems and networks in light of the nature and importance of the information to be protected.  Because of the growing interconnectivity of information systems, risk assessment should include consideration of the potential harm that may originate from others or be caused to others.

Assessments are important because today, computers and communications are tied to every facet of corporate or government operations, including defense capabilities.  System attacks or security events can disrupt critical mission and business functions.  Assessments, therefore, identify the key points of vulnerability and criticality that form the foundation of risk management plans.  Terminology here is important.  According to the U.S. National Institute of Standards and Technology (NIST), “a computer security contingency is an event with the potential to disrupt computer operations, thereby disrupting critical mission and business functions.”
  Examples of this type of event are power outages, hardware failures, fire, or storm.  A very destructive event is called a disaster.  Contingency plans are short-term arrangements an organization makes to carry out its mission.  A continuity of operations plan is a long-term strategy for operations during a crisis.  A disaster recovery plan outlines the steps that are taken to continue support for critical operations.
    The basic contingency planning process involves:  

· Identifying the mission- or business-critical functions.

· Identifying the resources that support the critical functions.

· Anticipating potential contingencies or disasters.

· Selecting contingency planning strategies.

· Implementing the contingency planning strategies.

· Testing and revising the strategy.

Numerous steps and considerations go into each stage of this process.  Ample resources provide excellent information on information security risk assessments and contingency planning.
  

National governments have a responsibility to facilitate and assist state/provincial and local governments and the private sector in understanding effective information security and consequence management of disruptive acts.  They can do this through awareness campaigns, guidance on security technologies and best practices, participation in public/private security activities, intrusion assistance that preserves the company’s privacy and autonomy of operations, and prosecution of cyber criminals.  

The risk assessment process and follow-on contingency, disaster recovery, and business continuity planning are the critical components to consequence management for companies, communities, provinces, and nations.  Governments must work to build a rapport and trust with industry and encourage them to protect their information and networks, identify the resources they will need to effectively respond to security incidents, and share information regarding those events.  Because it is not extremely difficult to manipulate manufacturing process systems, alter formulas in databases, attack communication systems, interfere with transportation systems, and seize operational grids, private sector companies play a vital role in consequence management.  Most importantly, a nation’s information infrastructure constitutes the backbone of government operations.  

There are four levels of infrastructure vulnerable to attack, with serious risks associated with each:

· Super-Critical Infrastructure - The networks, lines and equipment of private sector information and communications providers who support the three other levels of infrastructure.  Information and communications infrastructure are vital to the operation of critical infrastructures and emergency preparedness and response capabilities.  Additionally, they are essential to government operations.  Communications is set apart as the super-critical infrastructure because providers must:

· Meet mandatory national security/emergency preparedness (NS/EP) requirements. This requires them to ensure their converging and next generation networks (NGN) offer the quality of service, reliability, protection and restoration features mandated by the NS/EP requirements.  In this regard, communications providers must serve as a point-of-contact for expediting the restoration or initiation of emergency services.  

· Secure their external equipment, signaling operations, and networks and the data that flows over their lines.

· Protect their internal operational systems.

· Ensure their systems are operable at all times, and assist their public and private sector clients in maintaining their communications. 

· Critical Infrastructure - The information infrastructure vital to government operations and national and economic security.  This includes (1) banking and finance, (2) water supply, (3) aviation, highway, mass transit, pipelines, rail, and waterborne commerce, (4) emergency law enforcement, (5) emergency fire services and continuity of government, (6) electric power and oil and gas production and storage, and (7) public health services.
· Consequential Infrastructure - The IT systems of private sector companies that, when manipulated, could cause a catastrophic event with enormous consequences, harming masses of civilians or wreaking economic chaos.  Chemical plants and laboratories handling biohazardous materials are examples of consequential infrastructure.

· Common Infrastructure - The computers and networks of other businesses, both large and small and individual systems, many of which provide components and supplies vital for government operations and industries in the critical and consequential infrastructure categories.  

Government assessments of their correlation of vulnerabilities necessarily encompass all four levels of infrastructure plus their own internal operations.  Absent robust private sector participation from the various levels of infrastructure, however, this assessment process will be inadequate.  Response plans should be thoroughly tested – with private sector personnel where appropriate -- and periodically reviewed.   This includes plans for crisis communications.  

Consequence management is dependent upon crisis communications.  If an electric power grid or chemical plant’s operating system has been attacked, it is important the communication plan at the facility details who contacts responders (by type, e.g., fire, police, ambulance), who speaks to the media, what information is given to employees and by what means, who speaks to government officials, regulatory agencies, and attorneys, and what volunteer organizations and private sector entities should be contacted.  Handling crisis communications “on the fly” is a sure road to consequences, not management.  

It becomes increasingly difficult to limit consequence management discussions to information security “incidents” or breaches because conventional attacks can create public safety crises that mandate a comprehensive communication strategies and information capabilities.  September 11 is the best example.  Information security consequence management was critical to the businesses impacted by the attacks, and the communications difficulties on that day were grave.  The communications outage caused by the attack on the World Trade Center interrupted communications for a large part of Manhattan.  On that day, information and communications capabilities, disaster recovery, and business continuity efforts meant the difference between life or death and business or bankruptcy.  

Government crisis communication plans, therefore, need to cover their own internal operations as well as crisis communication response capabilities.  The ability to communicate, share information, and coordinate responders is crucial to consequence management.  Key topics to be covered include:  

· NS/EP requirements and plans for NS/EP gaps in wireless and next generation networks

· Who has priority communications access

· Back up communication systems

· Incompatibility of emergency radio systems (frequency and modulation)

· Interoperability of databases of critical information

· 24/7 contacts and needed communications and technical personnel

· Command, control, and communication with responders

· Coordination of responders

· Internet and remote capabilities

· Communications response center.

Even in a perfect world where companies, communities, and their governments work shoulder-to-shoulder to assess information security risks, analyze the resources they need, and develop contingency, disaster recovery, and business continuity plans, consequence management of acts of disruption can be impaired because of inadequate international cooperation in tracing events, investigating and seizing evidence, varying legal frameworks, jurisdictional issues, and lack of trained personnel.  In a globally connected world, countries can only do so much within their own borders.  Packet switching technologies and high-speed fiber networks necessitate more international involvement in the consequence management of acts of disruption.

International Responsibilities of Governments

The Council of Europe Convention on Cybercrime
 has already facilitated the international harmonization of cybercrime laws and promoted international cooperation between countries.  Once ratified, it will also help resolve jurisdictional and search and seizure issues.  Altogether, the CoE Convention stands to significantly enhance consequence management of disruptive acts.  The European Union’s recent proposed Council Framework Decision on attacks on information systems
 also makes global gestures:

This proposal also forms part of the Commission’s contribution to the response to the threat of a terrorist attack against vital information systems within the European Union.  It supplements the Commission’s proposals to replace extradition within the European Union with a European Arrest Warrant and to approximate laws on terrorism…. Taken together, these instruments will ensure that Member States of the European Union have effective criminal laws in place to tackle cyberterrorism, and will enhance international cooperation against terrorism.  

This proposal does not relate only to acts directed at Member States.  It also applies to conduct on the territory of the European Union which is directed against information systems on the territory of third countries.  This reflects the Commission’s commitment to tackle attacks against information systems at a global as well as European Union level.

Effective consequence management of information system attacks is a priority agenda item in other multinational organizations as well.  To date, however, it has not been adequately addressed in the international community within the context of strategic, defensive and offensive measures.  For example, the North Atlantic Treaty Organization (NATO) does not have the protection of information infrastructure as a visible agenda item.  The subject is certainly within NATO’s mission.  The organization is “one of the foundations on which the stability and security of the Euro-Atlantic areas depends and it serves as an essential forum for transatlantic consultations on matters affecting the vital security interests of all its members.”
  NATO’s “first task is to deter and defend against any threat of aggression against any of them.”
  Article 5 of the North Atlantic Treaty states that an attack against one member country is considered an attack against all.  NATO is dedicated to achieving its objectives by political and military means and protecting the rule of law.  

It seems clear that NATO – which has significant signaling expertise – should extend its Cold War role into the Information Age and adopt the premise that serious attacks against the super-critical or critical infrastructure of one member country would warrant NATO discussion and appropriate action pursuant to Article 5 when there is consensus among the member countries to do so.   Formal NATO policy would deter nation states from harboring persons it has reason to believe are engaging in cyber acts that threaten the stability and security of NATO member and partner countries or from taking such actions themselves.  It would also serve as policy model for non-member/partner countries.  

On the technology front, governments on the national and international level have an obligation to utilize technologies to more effectively prevent, deter, respond to, and defend against cyber attacks.  In this regard, NATO should begin discussions on alliance utilization of technologies to defend and protect its member/partner countries against information security events.  On the reactive, or response, side, governments (and companies) need the ability to block distributed denial of service attacks, viruses and malicious worms, and protect super-critical and critical infrastructure at the core-network level before they inflict their damage along backbone and customer links.  Most available security point products (including software embedded in routers and special-purpose appliances that protect the tail circuit or customer premise equipment) come at the cost of significant performance degradation and limited protection.  Recently, however, new cyber defense technologies have become available that effectively block or filter packet communications at the core-network level.  The implications for national and international security are profound; these technologies usher in unprecedented opportunities for national and alliance cyber defense capabilities.  

A leading example of such a disruptive technology is a platform developed by CloudShield Technologies, a small Silicon Valley start-up company.  The technology enables 100% packet inspection and modification at OC-48 (2.5 gigabit) speeds without degrading the performance of the network.  Designed as an intelligent overlay of the core transport infrastructure, the CloudShield technology utilizes a defense-in-depth strategy and a NS/EP approach for Internet bandwidth to ensure priority access for designated Internet protocol traffic in times of crisis or war.  If attached to a country’s high-speed OC-48 and gigabit Ethernet links, almost all incoming traffic – including content -- could be examined, blocked, routed, or copied.  

For example, if CloudShield boxes were installed on the 24 links that carry the bulk of Internet traffic into the U.S., approximately 90% of all incoming communications could be inspected and those from a particular person, a hostile country, or a nation housing terrorists could be blocked.  Or, selected packets could be routed to a destination other than the intended one (to an intelligence agency, for example) or copied, thereby enabling both an offensive and defensive capability.  The technology has multiprotocol support, stealth insertion and operation, and programmable real-time response.  Key operational features include interfaces to high-level data analysis packages, real-time alarms, traffic capture, and remote management capabilities.  Statistics on traffic data can facilitate analysis, anomaly detection, and early warnings.  This technology provides a feasible means to maintaining geo-cyber security and stability and enables allied countries to jointly protect their super-critical and critical infrastructure and operations and take action against aggressors.  Certain uses of the technology also, however, raise profound and complex legal and policy issues that must be addressed.  These are the types of technologies, however, that are going to advance the second wave of the digital revolution.

Technological Aspects of Consequence Management

Technological solutions will continue to dovetail with policy responses to information security events.  It is a truism that modern societies depend upon the goodwill of the entire population to function effectively; the more technological the society, the more fragile the structure is to random malicious acts.  In no arena is this maxim more true than that of information infrastructure.  As information networks and processing systems become more broadly interconnected with critical physical infrastructure, risks associated with malfunctions may increase dramatically.  While high impact technologies may offer an attractive target for a cyber criminal, they can also offer means to protect the infrastructure. Scientists and technologists have important roles to play in each phase of consequence management: (1) assessment, (2) planning, (3) training, (4) detection, (5) prevention, and (6) response.

Managing the consequences of acts of cyber disruption, intentional or not, needs to begin before any disruption takes place.  One may think of an information infrastructure and disturbances of that system in terms of expanding circles of consequence surrounding an initial disturbance.  Implicit in this picture is the concept of prompt, localized effect and outwardly propagating, longer time scale consequences.  Emergency management must seek both to minimize the probability that cybercrime can affect the immediate target of attack and to limit the effects of that attack to the innermost circle of consequence.  Advance action, proactive intervention, is the first role for technology in mitigating the effects of disruptions. The proactive response to the vulnerability and criticality assessments is the reconfiguration of the network (1) to assure that the probability of wider, more serious consequences is reduced rapidly as the severity of the consequence increase, and (2) ideally, to reduce the severity of consequences as the disturbance propagates outward.

For the scientist or technologist assisting the decision-maker, a key role in advance action is to perform the vulnerability assessment and the technical aspects of the criticality assessment.  In the terms of circles of consequence, the outwardly propagating consequences of a disturbance will affect ever more components of the structural network and may even increase in severity as compared with the primary event.  Especially in the case of malicious disturbances, the emergency manager should probably assume that the consequences will amplify in severity before saturating and dying out.  Important tools to assess the chain of consequences are computer simulations based on game theoretic and Monte Carlo techniques.  

Simulations have multiple benefits.  They can identify subtle or hidden vulnerabilities and trap-doors in the IT system.  They provide the logical matrix for training tools for a spectrum of emergency responders, both on the operational and policy level.  Infrastructure custodians, be they governments or corporations, should also promote further benefit.  As micro-processors become more powerful, networks may be configured, according to agreed upon procedures and parameters, to have sufficient distributed intelligence to perform continuing self-assessments and internal reconfigurations such that consequences are reduced or at level rapidly repaired.  The desirability of large-scale information infrastructures to be self-healing and self-immunizing is most urgent for critical and super-critical infrastructures. Presently, high degrees of redundancy are used to achieve some of the effects of an intelligent self-repairing system.  

Extensive databases have become resources that are as important as the more traditional hardware infrastructure resources, such as networks, telephone connections, and computer installations. The threat and the consequences of losing data or corrupting or falsifying databases can be  equally severe. While it is necessary to protect data for smooth and accurate operation of routine commercial and governmental activities, it is especially important in times of emergency caused by natural disasters or criminal/terrorist activities. During such situations, data is essential to the emergency teams.  Crucial data include details of building structures, underground utilities, emergency routes, chemical antidotes, etc. In addition, there is a large amount of data generated by sensors at electric generating plants (including nuclear plants), chemical plants, etc. that need to be replicated in remote locations.

Scientific, commercial, and security organizations worldwide generate huge quantities of technical data. The impracticality or occasional impossibility of reproducing these databases (such collected climate data or other global sensor data), has led to the development of redundant mass storage technologies. In the case of emergency situations, the data must be backed up in multiple, mutually remote locations. Such back-ups necessitate moving (or replicating) large amounts of data across wide area networks and distributed storage systems, called Data Grids. Fortunately, networking technology continues to improve. The capacity of networks as continues to grow, and the cost of mass storage devices continues to fall. However, these new systems present new challenges beyond more network bandwidth.

Impediments
 to the successful management of data replication and movement include:

· Reliability refers to ensuring that data reached their destination in face of failures. These include failure of the storage hardware, failure of the software systems managing the data, failure of the networks, and failure of the computer systems. This challenge requires dynamic monitoring techniques, recovery techniques, retry techniques, and tracking of events.

· Varying load conditions (varying network usage over time and varying storage systems) require flexible storage systems that can take advantage of low load periods to achieve a higher overall bandwidth.

· Automating data replication requires setting up control programs that are capable of managing automatic data collection and replication. Such programs need to be self-monitoring with appropriate redundancy and cross checking.

· Finding the data requires registering and managing metadata, that is, information about all the data that were moved and replicated, their contents, when updated, etc. Metadata must be automatically collected and replicated as well, since they are the key for finding the data when needed. Metadata can also be mined to discover unusual situations or threats.
In the gathering of data from widely distributed sensors, the traditional method has been to collect and archive at a central server and then disseminate to backup servers and interested client organizations.  This architecture has a severe vulnerability to attack in that the data collection point provides a single point of failure of the entire system.  A more robust alternative architecture uses secure and reliable multicast
 communications in which the data are collected simultaneously by multiple interested sites and any central servers.  Multi-point accumulation provides more fault-tolerance by removing the single point of failure.  Reliable multicast transmits the data travels efficiently through the network since it is sent once by the sensor and reaches all the interested agencies.  The Lawrence Berkeley Laboratory is currently developing a protocol called InterGroup that provides scalable, reliable multicast combined with a group layer that provides a secure channel for the group members with properties similar to the secure sockets layer.

Robust multicast may provide a powerful tool to assure the reliability of peer-to-peer information sharing systems that are reliable and secure. In such a system each participant runs a node of the file-sharing system.  In an emergency management scenario, multiple agencies could use it to share and access inter-agency information quickly and easily.
Minimizing the consequences of cyber attacks requires the detection of anomalous conditions at the lowest and most local possible level.  Suitable detection strategies include automatic self-tests, “white-hat attacks” to probe vulnerabilities, and expert learning systems.  “White hat attacks” poses an interesting challenge to those maintaining information technology systems in that the over-zealous security operative may cause as much damage and more persistently  than all but the most malicious cyber vandal.

Other technologies useful in preventing, detecting, and responding to cyber incidents include data mining, knowledge management, and open source intelligence software. Information processing and retrieval technology offers hope for detecting and identifying terrorists from text-based and network-based databases such as the World Wide Web.  Intelligence gathering using open source intelligence software tools and public and private data bases can significantly reduce risks and provide valuable input in the prevention and detection phases of a cyber security program.  Likewise, these technologies are also valuable in the response and investigation phases of consequent management.

Summary

The globally connected Internet is now free-standing, governed only by the Internet Society and international bodies.  Geo-cyber stability and security are shifting as control of the Internet becomes more attenuated, as the number of online users continues to increase, and as more devices are attached to increasingly sophisticated infrastructures in nearly 200 countries.  Apart from the benefits of ICTs, acts of disruption are now commonplace and the threats of information warfare and cyberterrorism escalate the need to address consequence management of information security breaches.  

Despite activity at the multinational and national levels regarding the protection of information infrastructure, additional efforts need to take place at the state/province and municipal levels.  This process must begin with an assessment of the correlation of vulnerabilities and the development of contingency, disaster recovery, and business continuity plans.  Comprehensive crisis communication plans are also essential.  National governments have a responsibility to facilitate and assist state/provincial and local governments and the private sector in understanding effective information security and consequence management of disruptive acts, including the protection of the four levels of information infrastructure.

Additional efforts need to be undertaken on the international front.  International cooperation is an essential component of effective consequence management of acts of disruption, as are harmonized laws and the resolution of jurisdictional and search and seizure issues.  Consequent management also needs to be addressed in the international community within the context of strategic, defensive and offensive measures.  As a starting point, NATO should consider extending the collective defense of its member/partner countries to include defending against attacks on super-critical and critical infrastructure.  International efforts in this regard should contain both the development of appropriate policy statements and the utilization of cutting-edge technologies to collectively prevent, deter, respond to, and defend against cyber attacks and maintain geo-cyber stability and security.  

More broadly, countries and organizations should undertake a more rigorous examination of the technological aspects of consequence management and the role technology and science can play in the six phases of consequence management: assessment, planning, training, detection, prevention, and response.  Technology can help limit the effects of an initial disturbance to its innermost core and prevent or mitigate effects in the surrounding circles of consequence.  Computer simulations, self-healing networks, critical response databases, redundant and flexible storage technologies, robust multicast communications, data mining, and data replication technologies are a few of the technologies that can improve consequence management.

Proper management of acts of disruption on information infrastructure requires the active engagement of policymakers, lawyers, security experts, scientists, and technologists.  The private sector also plays a critical role in consequence management.  Governments need to develop the necessary trust and rapport with industry to enable effective public-private responses to security incidents. 
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