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HPC and HPDA towards Cognitive, AI and Deep Learning
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Autonomous
driving
Accident
avoidance

Mfg. quality
Warranty
analysis
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Drilling exploration
sensor analysis

Location-based
advertising
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Clinical trials, drug
discovery,
Genomics

Consumer
sentiment Analysis
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Sentiment analysis of
what’s hot, problems

Captioning,
search, real time
translation

Sensor analysis for
optimal traffic
flows

Big Data and AI Examples in Every Industry

Market prediction
Fraud/Risk

People & career
matching
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Smart Meter
analysis
for network
capacity,

Experiment sensor
analysis

Patient sensors,
medical image
interpretation

Threat analysis - social
media monitoring, video
Surveillance



Data Science is a Team Sport
and Iterative

Data Engineer Data Scientist Biz Analyst Dev Ops  App Developer Dev Ops
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IT Supports & Services the Complete Workflow

Building cognitive apps using deep learning requires multiple skillsets
Connected infrastructure for data, development and iteration.
A common data platform and workflow is crucial for enterprise success.



Data Science starts Small

Skills

The first Data
Science Project
IS on a laptop

Awareness

Transformation

Expansion

Stabilization

Experimentation

Planning

Time
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The goal is to
deliver shared
services built
around shared
view of the
enterprise.



IBM AI Architecture from Experimentation to Expansion
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IBM Spectrum Scale / IBM Elastic Storage Server (ESS)

One software stack from experimentation to expansion
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Reference Architecture for Al Infrastructure
From Proof of Concept to Enterprise Scale
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Enterprise
Resiliency

Security

Reliability
Scalability

Ease of integration

A team to help you
implement it
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Work flow and data flow is complex
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TOP500 List June,
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CORAL ORNL 200 PF System
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CORAL: ORNL S Summlt System

Overhead cooling distribution




Based on real world
experience

Different workloads, but built
with many of the same building
blocks

Wells Fargo:
Financial Risk Modeling

Using Al to enhance financial risk models
and provide validation to meet regulatory
requirements and business goals.

IBM Global Chief Data Office:
One Common Enterprise Data
Backbone

The backbone at the core of every
business process for a single version of
the truth, providing data, computing,
analytics & Al

Automotive Sensor IoT:
Transforming data from the
edge to useful insights

From global data to insight, they mange
large data as objects, extracted to run Al

CORAL:
National Lab
Supercomputers built for Al

The most powerful and smartest
supercomptuters in the world, and
purpose built for AT workloads.




A Reference Architecture for Al Infrastructure

IBM Systems

Supports you Al journey from PoC/experimentation into
production & then scale-out to support your
organization/enterprise. Based on the extensive work done
with our clients building their AI environments

Reduce complexity, time & risk of building & running
Improves data science efficiency & productivity
Building block approach

Speeds time to accuracy

End-to-end AI workflow support - from data ingestion &
preparation through building, training & optimizing
models, & into production & inference

Enterprise resiliency

Integrated HW & SW solution based on opens source &
IBM solutions

IBM services & support
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Infrastructure
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2018 Reference Architecture for Al Infrastructure: Software

IBM
PowerAl
Enterprise

Data Science

Apps
Value-add Tools

ML/DL
Ul and Flow

-----------------------

--------------------------------------------

DL Frameworks | 2 ; | g
ML Libraries T |

Runtimes, GPU Support / Distributed / BYOF / Session Scheduler / MPI / Containers...  § Anaconda
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Thank You !

AI Discovery POC Projects with
Workshops IBM Spectrum
Computing




